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1 Introduction

The purpose of this document is to agree the outlines of the PAF Receiver options that will be discussed at the PrepSKA WP2.2 Concept Design Review (CoDR) later in 2011.   

Neil Roddis’ definition of the PAF is that it is the “entire phased array sub system, including beam former, providing multiple digitised optical outputs.” (see Dish CoDR planning_
NR20101202.pptx).   The “PAF Receiver” is then the PAF system, excluding the PAF antenna elements and LNAs.   It includes the PrepSKA work packages WP2.2.3.3 (Receivers), WP2.2.3.4 (Cooling) and WP2.2.3.5 (Beamformers) that are described in the following section.   
1.1 PAF-related deliverables for PrepSKA
The PAF-related deliverables, as described in the PrepSKA Description of Work dated 18 August 2010 v0.0, are:
WP2.2.3: Phased Array Feed (PAF) Design

This task consists of five sub-tasks: feed-array, LNA, receivers, beamformers, and cooling. Phased array feeds consist of a 2-dimensional array of compact antenna elements placed at the focus of a dish. The array can be used to form tens of beams, increasing the field-of-view of the antenna accordingly. This task will show, through simulation and demonstration, the suitability of PAF technology for the SKA, adapted for use with the dish-optics design selected for study in WP2.2.1. It will leverage work in ASKAP and APERTIF, which will be the first interferometers to use PAFs. Performance, cost, power and bandwidth will be major issues to be studied. The task will also address methodologies for large-scale manufacture of PAFs.

The following components are ultimately part of an integrated PAF system, whose performance characteristics are closely coupled. They are described as separate tasks below, but ultimately must be evaluated as a feed subsystem. Thus primary deliverables for PAFs are reports on the performance of complete PAF subsystems, rather than for individual components.

WP2.2.3.1 Feed-Array

….

WP2.2.3.2 LNAs

….

WP2.2.3.3 Receivers

Highly integrated low cost, low power receivers for phased array feed systems are particularly important because of the number of receivers required. As in single pixel feeds, they will need to process the very wide frequency RF channels to produce wide-band baseband or quasi-baseband outputs in digitized format suitable for distribution to the beamformer. This task will design and fabricate candidate receivers, test them on the bench, integrate them with the other components of a complete PAF feed, and test their performance.

WP2.2.3.4 Cooling

Despite the difficulty of cyro-cooling PAF feeds and LNAs the benefits of cooling are substantial, especially from the perspective of cost/performance ratio. Micro-cooling techniques, in which each LNA is cooled separately, or cooling the entire array/LNA assembly might be possible. This task will carry out an investigation of possible techniques for cooling PAFs, evaluate the performance improvements potentially possible, and to assess the cost of PAF cooling.

WP2.2.3.5: Beamformers

PAFs require a digital sub-system to form the output beams from the PAF subsystems. The beamformers are probably the most expensive part of PAFs and will be responsible for most of its power consumption. An efficient design and placement of the beamformers in the dish system are an important part of the design. This task will design and fabricate a beamformer, integrate it with the other components of a PAF so that a complete PAF feed can be tested.

It is unclear how the PAF beamforming will be divided between WP2.2.3.5 (Beamformers) and WP2.5.2 (Digital Beamformer) – the same material may be represented at both the WP2.2 and WP2.5 CoDRs (noting that WP2.2 occurs later in 2011 so the concepts may just be more fully defined than for the WP2.5 CoDR)

.
1.2 Planning for the Receptors CoDR

The Receptors CoDR could assess the PAF antenna elements and LNAs independently of the PAF receiver.   

The performance of a PAF depends primarily on the dish optics and LNAs – and any of the receiver options should work equally well with any antenna/PAF configuration.    The choice of receiver architecture depends critically on system specifications – especially the receive frequency range and the sampled (or IF) bandwidth.   
The cost of the PAF receiver (including digital beamformer) is a strong function of the PAF size - which also depends on dish optics.   However, for a given PAF size, I believe we could make a reasonable estimate of the size and weight of the focus package. 
Noting that the expertise required to review the “Dish+PAF+LNA” portion of the Receptors CoDR is quite different to that required to review the “PAF Receivers” portion, there seems to be no need for these to be held at the same time.   
· Discussions with Neil Roddis must continue to ascertain the format of the WP2.2 CoDR(s) – i.e. one or two separate sessions. However, whilst this is important, the preparation of the PAF Receivers concept descriptions should proceed. 

2 System description

A basic block diagram of the PAF receiver is shown in Fig. 1.   Data formatting prior to optical transmission may be take place in Block IV(b), the Digital Beamformer or in Block V, the Optical Transmitter.   
Fig. 1 will form the basis for the Receptors CoDR scope.   
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Fig. 1 
Basic PAF receiver block diagram, 

It will be necessary to transmit signals between the basic blocks of the receiver.  Block II represents the transmission of the RF or IF signal between Block I, the Conversion block, and Block III, the A/D, using copper coaxial cable or as RF over fibre.   Digital data transmission is required between Blocks III, IV(a), IV(b), and V.   Digital signals could be transmitted between blocks using copper or optical fibre.   

The Digital Filterbank, Block IV(a), may be included in Block III, the A/D.   
Table 1 outlines the contributions from the various PAFSKA institutions to the Receivers CoDR; this needs to be completed and agreed as soon as possible. 
The options for signal transmission between system blocks are outlined in Section 2.5.   The designs of the Digital Filterbank and Digital Beamformer are closely-linked and will be treated as a single entity.   
	Institution
	I.
Conversion
	II. 
RF Trans​mission
	III. 
A/D
	IV.   
Digital Filterbank/
Beamformer
	V. 
Optical 
Transmitter

	CSIRO
	See 
Section 2.1.1
	See 
Section 2.2.1
	See 
Section 2.3.1
	See 
Section 2.4.1
	See 
Section 2.5.1

	ASTRON
	See 
Section 2.1.2
	See 
Section 2.2.2
	See 
Section 2.3.2
	
	

	U. Calgary/
DRAO
	See 
Section 2.1.3
	
	See 
Section 2.3.3
	
	

	U. Manchester
	
	
	See 
Section 2.3.4
	
	

	Other? 
	
	
	
	
	

	
	
	
	
	
	


Table 1 Summary of contributions to the Receivers CoDR 
2.1 Conversion
The conversion system architectures naturally fall into four categories:

1. Direct sampling at RF - see Fig. 2
2. Direct sampling at RF but with switched narrowband anti-aliasing filters - see Fig. 3
3. Frequency down-conversion and sampling at IF - see Fig. 4
4. I/Q frequency down-conversion and sampling at IF - see Fig. 5. 
(Note that, if we use I/Q frequency down-conversion, there is a gap in the observing band near the LO frequency and we require excellent matching (gain and phase) of the I and Q paths.)
The choice of conversion system architecture will depend critically on the SKA receiver specifications – most importantly the RF band and the sampled (IF) band.
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Fig. 2
Direct sampling at RF 
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Fig. 3
Direct sampling at RF but with switched narrowband anti-aliasing filters 
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Fig. 4 
Frequency down-conversion and sampling at IF 
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Fig. 5
 I/Q frequency down-conversion and sampling at IF 

In the sections which follow we outline areas where we (CSIRO) know of particular groups’ expertise or direct R&D contributions to one or more of the above receiver architectures. 

2.1.1 CSIRO
The conversion system architecture that would be further developed will depend on the RF band and the sampled (IF) band.   Clearly, the narrower the sampled band, the cheaper the digitizers and digital processing will be, but with the trade-off that the conversion block will be more complex. Moreover given a particular region of the sky will need to be repeated a number of times to fully cover the RF band the resultant survey speed will be slower. 
Here we will assume (without loss of generality) that the RF band is 600 – 1500 MHz.
2.1.1.1 Direct sampling at RF - see Fig. 2
With sufficiently fast digitisers and digital processing we could observe the whole RF band in a single pass.   

For example, for a 600 – 1500 MHz RF band, we can filter and then sample the whole RF band at a sample rate of 3400 MS/s.
2.1.1.2 Direct sampling at RF but with switched narrowband anti-aliasing filters - see Fig. 3
If the specification is for an IF bandwidth of the order of one half or one third of the RF bandwidth, we can use slower digitisers and reduce the amount of digital processing by processing only part of RF band at one time.   We would filter and then sample the whole RF band using a number of switched, narrowband, anti-aliasing filters.

Note that the poly-phase filter that follows the ADC must operate at the clock rate of the ADC, but at the output of the filterbank the frequency channels to be processed in the beamformer and correlator can be selected.  In this design, anti-aliasing filters with a relaxed specification for the transition band are used.  This allows low cost filters to be used.   After the filterbank frequency channels that are corrupted due to aliasing or excessive band slope can be discarded.  The data at these frequencies is discarded at the output of the filterbank.   
Example #1

For a 600 – 1500 MHz RF band and an IF bandwidth of 400/600 MHz, we could use two switched narrowband anti-aliasing filters to cover the whole RF band with sample rates of 1100 or 1650 MS/s as listed in Table 2.
	RF Band
	RF Band 
(MHz)
	RF Bandwidth 
(MHz)
	Sample rate 
(MS/s)

	Band 1
	600 – 1000
	400
	1100

	Band 2
	900 – 1500
	600
	1650


Table 2.
Example #1:
Anti-aliasing filters required to cover the whole 600 – 1500 MHz RF band using two switched filters
Example #2
For a 600 – 1500 MHz RF band and an IF bandwidth of 500/600 MHz, we could use two switched narrowband anti-aliasing filters to cover the whole RF band with sample rates of 1650 or 2500 MS/s as listed in Table 3.
	RF Band
	RF Band 
(MHz)
	RF Bandwidth 
(MHz)
	Sample rate 
(MS/s)

	Band 1
	600 – 1100
	500
	2500

	Band 2
	900 – 1500
	600
	1650


Table 3.
Example #2:
Anti-aliasing filters required to cover the whole 600 – 1500 MHz RF band using two switched filters
With both of these options, the full 600-1500 MHz band is covered, but as the bandwidths of the two bands differ this may lead to under-utilisation of correlator and beamformer resources when band 1 is operational.   For a wideband survey one ‘efficiency’ strategy might be to discard the lowest 100 MHz of band 2 data, and for HI surveys the uppermost 50 MHz .  This reduces the total bandwidth in the beamformer and correlator to 450 MHz.
2.1.1.3 Frequency down-conversion and sampling at IF - see Fig. 4
If the specification is for an IF bandwidth that is much less than the RF bandwidth, we could use frequency down-conversion to significantly reduce the speed of the digitisers and amount of digital processing.   

For example, for a 600 – 1500 MHz RF band and an IF bandwidth of 300 MHz, we could use a conversion system with the same basic architecture as the ASKAP receiver system.   
The ASKAP conversion system has the following critical specifications: 

RF band:
700 – 1800 MHz
IF band:
424 – 724 MHz (300 MHz bandwidth)
Sample rate:
768 MS/s

This conversion system will not be described in greater detail as we are not proposing to use a narrow IF bandwidth.

2.1.1.4 I/Q frequency down-conversion and sampling at IF - see Fig. 5
The CSIRO/Salina (Silicon-on-Sapphire) chip is an I/Q down-conversion receiver with selectable RF and IF filters.   The IF output is designed to interface directly to a pair of ADCs.

The critical chip specifications are:

· 250 MHz to 2500 MHz RF range. 

· Onboard by-passable RF filters – 700 MHz HP and 1200/1800 MHz LP.

· 2 dB input noise figure. 

· I/Q direct quadrature down conversion ‑ selectable instantaneous bandwidth up to 600 MHz.

· 40 dB dynamic range due to tight I/Q amplitude and phase matching

· Onboard LO synthesiser and ADC driver.

· Plenty of RF and broadband gain adjustment:

· 14 – 39 dB RF gain range, 5 dB steps.

· 8 – 20 dB BB gain range, 2 dB steps.

· Compact 6 mm square QFN package.

· Low power (target < 5 W).
The CSIRO/Salina Silicon-on-Sapphire chip is described in greater detail in Jackson et. al. [SJ1]
2.1.2 ASTRON

Frequency down-conversion and sampling at IF - see Fig. 4
APERTIF Superheterodyne receiver
Input: 1000 – 1750 MHz
Output: 450 – 750 MHz

2.1.3 Calgary

Receiver that will be capable of driving the Calgary ADC directly

2.2 RF transmission
In the scheme outlined in Fig. 1, some means of RF transmission is required to transport the RF signal from Block I, the Conversion block, and Block III, the A/D.

2.2.1 CSIRO

Copper coaxial cable or RF over fibre could be used to transmit RF the IF signal between Block I, the Conversion block, and Block III, the A/D.   
Here we outline the options with some indications of costs (2011): 
2.2.1.1 Copper coaxial cable

The choice of copper coaxial cable will depend on the length of the cable run and the maximum allowable cable attenuation.   The cable attenuation should be specified to be less than 10 dB.   
For ASKAP BETA the cost is ~AUD 200 per connection for 45m of connection.   (The complete antenna cable run length from prime focus to pedestal – note that this is one option we use as a guide noting that SKA antennas may not be e.g. prime focus.)   H&S 3.15 mm SPE dielectric represents a loss of 0.7 dB/m at 1.5 GHz. Loss can be reduced with larger diameter coaxial cable. Using 5.3 mm cable will halve the attenuation. Thicker cable is preferred as it has lower attenuation but makes antenna cable routing physically difficult with a large number of PAF elements. 
2.2.1.2 RF over fibre

RF over fibre solutions have existed for 30 years. The great challenge for the PAF is production of high stability, high spurious free dynamic range (SFDR) links with low input NF that can be manufactured for under AUD 200 per link including connectors. 
Due to cost constraints Direct Modulation (DM) Direct Detection Intensity Modulation schemes are seen as the best option for the optical transmitter. The link would use high spectral quality, low Relative Intensity Noise (RIN),  Direct Feedback (DFB) Single Mode Lasers (SML) at 1310 nm.   High linearity InGaAs/InP PIN diode photodetectors are used as the optical to electrical transducer.
SM Fibre loss at 1310 nm zero dispersion wavelength is typically 0.35 dB/km with standard G652 9/125 um fibre.   A link SFDR of 110 dB/Hz2/3 with 0 dB optical loss is achievable and this realises an SFDR of 52 dB over a 500 MHz band.   Band transmission should be limited to sub-octave bandwidths, requiring bandpass preselection prior to the RFoF link, minimising generation of link 2nd order intermodulation products.   Links may be extended to 10 km (incurring an extra 3.5 dB optical loss) with only marginal (7 dB) reduction in dynamic range. The single mode architecture enables remote placement of the ADC and digital electronics up to 10 km away from the antenna receptors – greatly mitigating the risk of self RFI and reducing resident antenna hardware.


[image: image6]
Single mode transmission of RF requires good Optical Return Loss (ORL), low back reflection connectors. Due to the large number PAF elements mass termination Multiple Parallel Optical (MPO) connectors are preferable. These can be used in 12-wide MPO configurations with Angled Physical Contact (APC) high ORL ~ 60dB properties designed for single-mode ribbon fibre.

By 2017 the cost of RF over fibre system is expected to be <AUD 200 per link including the post detection amplifiers and filters. This may also include new vertical cavity surface emitting lasers (VCSEL) based devices for 1310 nm (and 1550 nm) replacing DFB devices.

2.2.2 ASTRON

2.2.2.1 RF over fibre

Peter Maat to advise?
2.3 Analog-to-digital conversion

The choice of sampler depends on the sampled (IF or RF) bandwidth – and the sampled bandwidth dependents upon the capacity of the digital processing.   
Note that the Analog-to-digital conversion block may include a poly-phase filter bank.   

Note also that for I/Q frequency down-conversion, sampling rate is equal to the sampled bandwidth, but 2 off samplers are required per RF channel.  

2.3.1 CSIRO

Examples of analogue to digital converters that meet the specification for a PAF are the EV8AQ160 and EV10AQ190.   Critical specifications for these are list below.   Converters from other manufacturers are also suitable and as time progresses it is quite likely more options will become available.

2.3.1.1 Example 1: Analog-to-digital converter model EV8AQ160
The critical EV8AQ160 Analog-to-digital converter specifications are:
· 8-bit; 
· 7.2 ENOB; 
· 4 samplers interleaved in one chip; 
· Max. Sample rate: 5 GS/s; 
· Max. input Freq 2GHz (typ.), 1.5 GHz (min.) 
· AUD 325/chip

	Max. Sample rate (MHz)
	Input bandwidth (MHz)
	interleaved

	1250
	600
	1

	2500
	1200
	2

	5000
	2000
	4


Table 4.
EV8AQ160 Analog-to-digital converter
2.3.1.2 Example 2: Analog-to-digital converter model EV10AQ190 

The critical EV10AQ190 Analog-to-digital converter specifications are:
· 10-bit; 
· 8.4 ENOB;
·  4 samplers interleaved; 
· Max. Sample rate: 5 GS/s; 
· Max. input Freq 3 GHz (typ.), est. 2 GHz (min.) 
· AUD 600/chip

	Max. Sample rate (MHz)
	Input bandwidth (MHz)
	interleaved

	1250
	600
	1

	2500
	1200
	2

	5000
	2500
	4


Table 5.
EV10AQ190 Analog-to-digital converter
2.3.2 ASTRON 
The critical ASTRON AD Unit (ADU) specifications are:

1. 800 Msamples/s, 
2. 8 bit

3. 8 channels per board

2.3.3 Calgary ADC

2.3.4 U. Manchester

Mo Missous; InP HBT ADC?
2.4 Digital Filterbank/Beamformer
A frequency domain beamformer is assumed where a coarse filterbank precedes the beamformer.   The ADC and beamformer are assumed to be on separate boards and the filterbank could be associated with either.   
The Digital Beamformer may include processing to reformat the data prior to optical transmission from the antenna pedestal to the central site. 
2.4.1 CSIRO

For the Phase 1 SKA beamformer, multiple processing boards are needed with cross connections to do the FX beamforming.  
The analog data is digitised and then processed by a coarse filterbank.  Each coarse filterbank system has a direct connection to each of the beamformer boards and for N beamformer boards the data on each connection carries data for 1/N of the frequency channels being processed.

[image: image7.emf]ADC

Coarse 

Filterbank

ADC

Coarse 

Filterbank

ADC

Coarse 

Filterbank

Beamformer

Beamformer

Beamformer


Fig. 7
 Topology of a cross connected beamformer 
For more details, see John Bunton’s summary [JDB1].  

2.5 Digital Optical Transmitter

The Data formatter for the output optical signal will be included in the Digital Beamformer.   At the antenna pedestal the Digital Optical Transmitter includes only the electrical-to-optical transducer and output optical connectors.   
It is not clear how this overlaps with Signal Transmission and Networks (STaN) responsibilities.

2.5.1 CSIRO

Ron Beresford and Mark Leach to advise
2.6 Digital signal transmission options
In the scheme outlined in Fig. 1, it is necessary to transmit signals between the blocks. Digital data transmission is required:

· between Block III, the A/D, and Block IV(a), the Filterbank, 
· between Block IV(a), the Filterbank, and Block IV(b), the Beamformer and   

· between Block IV(b), the Beamformer, and Block V, the Optical Transmitter .   

Clearly, in some cases, one or more blocks may be located in the same package, so the signal transmission is trivial.   
Where digital signals need to be transmitted between separate blocks we could use copper or optical fibre digital data.   The options are outlined below.
2.6.1 CSIRO

2.6.1.1 Digital over copper

Digital data can be moved at GHz-rates over high quality twisted pair cabling. Distance bandwidth products are typically 20Gbps.m to 1.5Tbps.m dependent on approach and quality of products used. 
The following options are available as at 2011:  

Option1.  Twinax CX4 2.5Gbps over 4 lanes yielding 10Gbps data rate. Limited to a maximum of 15m. Cost effective assemblies for CX4 are ~AUD20 and good to distances up to 2m. More expensive cables tend to achieve longer distances upt o 15m with thicker conductors. These tend to be bulky and hard to strain-relieve at PCB interfaces which can lead to longer term maintenance issues.

Option 2. Cat 7 Cable – Supports 10G Base-T standard for bandwidths up to 10 Gbps over a maximum distance of 100 meters. In addition to this, they can also support 40 Gbps bandwidth for around 50 meters and 100 Gbps bandwidth for around 15 meters. They support frequencies in the range of 0-1000 Mhz. TERA connectors would be required in such implementation. A terminated 15m cable is expected to cost ~AUD50 in volume.

Option 3. SFP+ Direct Attach. Also known as 10GSFP+Cu or 10GBase-CR this uses a passive twin-ax coaxial cable assembly and connects directly into an SFP+ housing. It has a range of up to 12m and like 10GBASE-CX4 is low power, low cost and low latency with the added advantage of having the small form factor of SFP+. SFP+ Direct Attach is expected to be the optimum solution for reaches of 0.5 to 12 m. ~ AUD50 in volume.

(We need to ensure we are quoting the same $s throughout. What is the standard for the CoDRs- 2016 $’s? Ok to project to 2016 but need to say how we get to them
Do any of the above involve a lot of ‘bespoke’ labour to implement or are they all off the shelf?  
2.6.1.2 Digital over fibre

Digital data would be transported out of a shielded enclosure on optical fibre. Currently the cheapest method of transporting digital data over short spans, i.e. very short reach (VSR) on fibres is with the use of 12-fibre optical cables illuminated by 12-element optical transmitters such as as the industry standard SNAP12 modules [SNAP12 specifications http://www.physik.uzh.ch/~avollhar/snap12msa_051502.pdf].   These are well suited to massively parallel data transfer applications such as BF to COR connects. We estimate that theSNAP12 will be available for less than $100 by 2017. Modal dispersion would limit the distance of these inherently multimode 50um core  850nm wavelength devices based on cheap VCSEL optical transmitters. The use of appropriate fiber such as OM4 Corning Infinicor eSX+ extends the Effective Modal Bandwidth (EMB) from 500 MHz.Km to 4700 MHz.Km. A SNAP12 line rate of 3.25Gbps [40 Gbps total] would be possible upto distances approaching1000m and is also well suited to 12-way ribbon fibre patches.

Longer distance transmission would require the use of single-mode fibre optics. For distances up to 10 km SFP+ transceiver modules are available at 10 Gbps.  MSA SFP+ modules 1310nm 10GBASE-LR are currently ~AUD 200 each in volume. Longer distance variants 10BASE-ZR at 1550 nm will be capable of 80km in standard G652 fibre will be available for ~AUD 2000 each in volume. SFP+ modules utilise standard physical contact LC connections and suitable ribbonising techniques are required to interface multiple 10G SFP+ modules to a ribbon cable pipeline. A 12-way conversion from LC fan-out to 12way ribbon unterminated is ~AUD 100 in volume. SFP+ modules only have Rx and TX electro-optical components. Data stream framing, clock and data recovery (CDR) can be implemented with appropriate VLSI chipsets or be part of signal processing FPGA logic.

3 Preferred Options

In this section we outline the receiver architecture options that CSIRO has chosen to develop as full solutions and present at the PrepSKA WP2.2 CoDR. 
We hope that these are acceptable to the PAFSKA partners.    Note that CSIRO welcomes any further contributions to these particular solutions. 
Other partner(s) may wish present an alternative architecture but this must be championed by that partner as CSIRO cannot champion further options due to resource limitations). 
3.1 Option 1 (CSIRO)
One CSIRO option is composed of the following:   

· A set of two switched anti-aliasing filters to cover the whole 600 – 1500 MHz RF band as outlined in Table 2, in Section 2.1.1.2, 

· Transmission of the RF over fibre to the Analog-to-digital conversion block as outlined in Section 2.2.1.2,

· Analog-to-digital conversion using one of the options outlined in Section 2.3,

· Digital processing in the Filterbank/Beamformer as outlined in Section 2.4.1, and 

· Optical Transmission as outlined in Section 2.5.1.

Figure 8 is a block diagram showing the key components and where they will be housed.  
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Fig. 8
Direct sampling at RF but with switched narrowband anti-aliasing filters

A feature of this option is that it allows digitisation to occur up to, say, 10 km from the antenna.   Thus the digitisation and digital processing of the signals from the antennas in the “core” and “inner” regions (for SKA Phase 1) could be at the central site; for antennas in the “Mid” region, the digitisation and digital processing of signals from one or more “clusters” of antennas could be centralised in RFI shielded “bunkers” and the resulting data trunked to the central site.
3.2 Option 2 (CSIRO)
Another CSIRO option is composed of the following:   

· I/Q frequency down-conversion and sampling at IF using the CSIRO/Salina Silicon-on-Sapphire chip as outlined in Section 2.1.1.4, 
· Analog-to-digital conversion using one of the options outlined in Section 2.3,

· Transmission of the Analog-to-digital output as outlined in Section 2.6.1.2

· Digital processing in the Filterbank/Beamformer as outlined in Section 2.4.1, and 

· Optical Transmission as outlined in Section 2.5.1.
A feature of this option is that it allows digitisation of the received signals at the antenna and the beamformer digital processing to occur up to, say, 10 Km from the antenna.   Thus the beamforming of the signals from the antennas in the “core” and “inner” regions (for SKA Phase 1) could be at the central site; for antennas in the “Mid” region, the processing of signals from one or more “clusters” of antennas could be centralised in RFI shielded “bunkers” and the beamformed outputs trunked to the central site.
A narrower bandwidth can be processed if we use I/Q frequency down-conversion and the sampled-band centre frequency can be tuned.   However, there is a small “hole” on the centre of the observing band.   

4 Cost estimates
We could make estimates of the costs of the options set out in Section 3; leave to formally include in the Concept Descriptions. All 2011 $’s unless we are trying to project 2016 build cost.

Be clear on off-the shelf components and the cost of associated labour. Possibly a good idea to estimate how many engineers (FTEs) are required to build and integrate these systems for comparison. 
4.1 Option 1 (CSIRO)

We could use the cost estimate provided by John Bunton in [JDB1].  
5 Next steps

The “Next Steps”, below, are taken directly from Neil Roddis’ Powerpoint Dish CoDR planning_NR20101202.pptx
5.1 Who is missing

· What can anyone contribute – and on what timescale

5.2 Other things we need
· Subsystem block diagram.

· Description of the proposed solution.

· Technology roadmap (if applicable).

· Details of software to be used in the subsystem.

5.3 Planning for the (Dish) CoDR
· What resources do we need?

· Who can we expect to contribute?

· What resources can the various contributors bring to bear over the next 3 months?

· Who should we invite to the next telecon?

· Weekly telecons? (next week could be a problem because of the AAVP workshop
5.4 Planning for the SPF receiver CoDR
· Will CSIRO act as Lead Institution for this?

· Who is going to do the engineering work aimed specifically at SKA requirements and write the documents?

6 What else do we need?

· Specifications 
We need SKA system requirements … eg. Input/output bands
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Fig 6.  RF over Single-mode Fibre
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