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A few months ago, a group (Warwick Wilson, Mike Kesteven and David Loone) started
looking for an upgrade path for the online computing systems. The main impetus for this was ‘he
difficulty the Correlator Control Computer was having with the data rate, athough the observatory
gensral computing is sutfering also.

The enline computing systems are divided into two parts, the observing system and the
correlator control, The obsserving system at the moment consists of a VAX 8250 (NOEL} and the
comrelator control consists of a MicroVAX-il (SANCHO) with an array processer. The other 8250

(LECN) plays only a minor role in the online system and functions more as a general purpose
offiine computer and server for workstations.

1. The Correlator Controi Camputer.

The Correlater Control Computer performs two functions non-simutansousty. One is o
perform the configuration of the comelator blocks by Communicating over seral lines to the
LSI-11/21 systems in each cormrefator biock, a function which t is quite canable of handling. ts
second function is to supervise the processing of the comelator data on the Sky Warrior array
processor. The Sky Warrier uses dual ported memory on the CBus to access the data from the
correlator. The data is then transmitted to one of the 8250's {currently NCEL) for archiving over
a DMA link, There are two problems with this scheme. One is that the DMA line is ingfficient
(and difficult to fiter whera #t exits the screened room) and the cther is that the CBUs is
overioaded doing VO to the array processor. The first of these can be fixed by using a diferent
communications medium, the second by using a different processor bus, There are aiso another

problem directly associated with the Sky Warrior in that Sky are showing an unwilingness 1o
support i,

The newer VAX machines (ag in the MicroVAX 2400 and the VAX 4000 series) have
ditferent VO architectures {they have the ethemet and disk interfaces directty on the CPY so that
they don't use the CBus as heavily), but we have tested the amay processor on these machines
with no success. In fact Sky (and most other manufacturers numeric accelerator solutions) have

abandoned VAX/GBus machines in favour of the YME bus as supporea by most RISC/UNIX
systems.

1.1 Short Term Solution.

We are cumently iooking at a short term solution {0 this problem. The options we are
considenng inciude:



- Using the existing ethemet or a separate sthemet segment 1o ;etthe data to archive.
SANCHOC may have to get a larger disk (probably a SCSI disx) 1o butier tha correlator
f;tg Sefore being sent over either Local Area VAXcluster or NFS 1o a disk or taps on

- Attaching a SCSI interface to SANCHO so that it can have the Sxabyte 1ape drive
attached locally. This would necesstate entry to the screensd room o mount tapes
for archiving, but wouldnt icad the site ethemaet.

Both these solutions get nid of the DMA interface, it may actually increase the amount
of deta to be transferred over the QBus. However, the present QBus CMA interfacs (DRV1 1}
uses an inefficient method of fransfernng data on the QBus, and more modern interfaces (eg
SCSt disk controllars) use much more efficient QBus transfer modes (blocx mod 8}. We may ba
able to optimize disk accesses by, for example, using only contiguous files, minimizing disk
latency. With two 1GByte disk drives, this is feasible. The cost of any cf these should be not
sxceed $20k.

We are currently running on & 10-15 second integration cycle with the prospect of
increased data rate as mora channeis come on line. The solutions described above woukd
hopefully prevent further increases in the imegration cycle time in tha short term.

Warwick Wlison and David Loone are cumrently carrying out periormance tests on SCSI
disks and sthemst controllers to detarmine achievable data rates.

1.2 Long Term Solution.

The long term sclution requiers a shift away from the MicroVAX/QBus architecture for the
following reasons:
- The QBus does not have the /O bandwidth to handle these types of /O intensive
applications. ‘
- The VAX architecture does not have the processing capachty to manipulate the
required amourt data (even with a numernic accelerator). '
- Davelopers of numeric acceierator solutions are moving awey from YAX platforms to
plattarms more suited to numeric processing (ie RISC/UNIXAVME),
The main problem with moving away from the MicroVAX/QBus architecturs is the softwara effart
that needs to be put inte the changeover, since the current code is heavily VMS specific.

Given the large number of manufacturers making numernic acceisrators for VME
machines (usually using the 860 processor and quoting upwards of 40MFlops and performing a
1K compiex FFT in around 1msec) quite cheaply (around $25K or less) & would make sense (o
put 2 VME machine in the screened room. Such machines are availabla from many
manutacturers, either using the VME as the primary systerm bus (ag many SUN systems) or on
an adapter to the CPU (eg a VME backpiane can be attached to the SBusg on a Spare or ths
TurboChannel on a DECstation 5000). Such a computer woukd repiace the MicroVAX-1l and Sky
Warmior combination in the screened rocm. -

At present a numbser of ASCIl terminals on the control desk are used to controi tha
correlator and display subsets of the data. Ancther computer {a werksiztion) en the control desk
could be used to periorm several functions in an updated correlator:

- Act as “console” for the correlater, displaying windows similar ¢ the terminals in use at

the moment to display status and diagnostic information on 1ne comelater and accept
commands from the obsarver and the observing program (CACBS).




- Wrte data o zchive megia. TR ~Crxsianen woudd Fave atached the archive media
{(Exabyte, DAT, stc) and wrie *na cata ‘o this mecia, enner irectly or staging 4 via a
iocal disk. The transier coukd be cone with NFS or similar srotocol.

- Act as display station. 3ecause 1his brocessor has access o afl the data from the
comrsiator, processing associaled wih selection and qispiay of the data can be
officaded from the machine in ihe screened room.

These two machines {the VME bus machine in N\ screened room ana the workstation on the
control desk) should be linked by FODI. The absclute maximum daia ale is projected to be
around 250kBytes/sec. The maxirmum theoretical da1a rate on sthemet |s about 1MBytessec and
may have problems handling this tratfic when network overheads anc other traffic ars 1aken into
account, FDDI intsrfaces are becoming more poouiar as a networking medium for high
performance workstation appiications sucn as 11is and thus, their pnces can only drop (presently
DEC have an FDD! imterfacs for the DECstation 5000 for $1 2k,

The hardwars required to iMmplement the above architecture is avaiiable from several

vendors, notably DEC and Sun. The advantages of this architecturs are:

- We separate the buik data processing stream from the array operaticns in a
sensible mannsr. The current system artempts this, but the processor and 1O
balance between the two streams are grossty incorrect. RISC architectures are well
suited to manipulating large amounts of raw data sfficiently (such as feeding a
numeric processor) and VAX architsctures are weli suited ts performing more genaral
pumpose functions (such as operating the amray and collecting monitor data). A smail,
well defined sst of data needs 1o be communicated between the two systams (similar
to the currert LEON/SANCHO communications), This can ba achieved using normal
communications protocols over :hg sits ethemet.

- The on-iine display of the data sUbsets on the control desk workstation can be
computed independertly of the data processing in the screened room, thus
minimizing the interaction between thess twa machines. Funthermore, even the
humblest of RISC workstations has much more computing horsepower than the
present Correlator Control Computer. Consequently, mucn mere powertu display
algorithms can be devaioped,

- The site ethemet is not asked to cany any of the buk dat3 load.

- There are no IO bottlenecks as ‘here are at present. Modem workstations have VO
channels capable of at least SOMByies/sec (easily encugh 1o get data to and from a
humeric accelarator) and the FDO! link has 2 theoretical maximum bandwidth of
10MBytes/sec,

- It mora processing power 's added 1o the control desk worksiztion by using an 860
based processor or some special umose procassor, neaw array capabliitias and
operational modes may be possible ( 8¢ on-line data calibration),

- There are no filtening problems associated with getting FDDI imo the sereened room.

- Not alt the software on the Corrsiator Comtrol Computer ‘wourd need 16 be rewrtten.
The sections which deal with configuring the comelator couid remain (efther
termporarily or permansrtly) running on the MicroVAX-il. uncer control of either the
observing software or the data processing magching.

1.3 Cost.

As noted above, an i850 processer beard would cost less than S25k. A suiabiy
contigured DECsystem 5000 with VME bus would be around $60k including the FOOI interface
and some development software. A similar machine for the control desk workstation including
the FODI interface and devekopment and graghics software wouid be around $60k. A hardwars
imerface needs o be developed. This would be largety based cn a fimmwzre modaification (o the



current MicroVAX-il interface {$70k). Thus, Jsing DEC components, :ne croject would have an
upper limit onthe budge ot aroung $170k. | havs lass Knowieage c: the Sun product rangs, but
1 would certainly cost less father than more.

These prices are constantly faillng ang no hardware would need {0 be purchased un)|

at least a few months after the project hag begun, becauss initlal software development could be
done on existing or low snd workstations (ag for S+, a long planni

Xistin NG Denod is required before
any code is written), in fact, components like the FODI interfaces (anc even tha numeric

accelerator itseif) could wait until near the end of the project 1o be purchased, ag these typss of
components will have the most dynamic prics drops and performance increases. I acdtion,
some of the cost may be raduced by reusing somg existing hardware 189 if disks are purchased
for the current MicroVAX.ij for the short term solution, they can he reLsed on 3 workstation when
the MicroVAX-il is retired as data processing Supervisor}

be subject to peer reviews building on the experience gained by the ACC up;;rade.

1.4 Concllusion.

All-our efforts to find an upgrade path for the Correlater Control Computer involving
AX/QBus architectures have failed. The short-term selution propased above can be considered
as a band ald onty and cannot be reiied on in the long term if for no oiher reason than lack of
Support by Sky for our amray processor. The situation with other armay processor vendors is
-much the same. We could not guarames the current system (even with the band aid describad
above) to keep working satisfactorily for more than about three years. The fact that we have hag
to double and then triple the originaily specifiad 5 second imegration cycle (and the situation will

only get worse as we begin using recirculation and mere spectrai lina modes) oniy adds to tha
urgency.

It is aiso clsar that if one were designing a correlator processor system today that the
VAX architecture would net be considered. Unfortunately, the correlatnr was designed when the
RISC revolution was in its infancy and the YAX solution was the only praciical one at the tim,
Because of this, we will nesd 1o bear the cost of the software effort nesced ‘o make the
correlator rellable and abla to perform to #s originai specification.

2. The Observing and Offline Systems.

Because the Correlator computing is diverging from the VAXNVMS worid, the upgrade
paths of the two also diverge to some extent. As mertioned above, the YAX/VMS architecture,
while not at all applicabis {0 numeric data ProCessing, i quite applicabls iz 1he mare general
purpose roles required in running the array. !ndeed, the array is being run quis nappily at
present on onfy the modest Processing power of one VAX 8250 with plemy 1o spare. in aadition,

the requiremants for griving the amray are not predicted to increase as are e requirements for
the Cerrsiator Comrof Computer.

One of tha aims.in the network strategies for the observatory is to make the ACCs less
reliant on a particular host compuier by putting the ACC communications en terminal servers.
When this has been achieved, we have much more Aaxibility about how we Srganise our




currently the focus of the site computing {though by no means the bulk ¢t the processing powsr)
and becoming obsolets. Once we have reduced our reliance on terminal lines directly attached
1o a particular machine, we are able 1o use cheaper, bugless workstation-type architectures. To
put this in perspective, 5 years is generally acknowledged 1o be the usehy) lifs span of a computer

Nmﬁnandajyaar.wevﬁﬂbebokhgatrep!adngwrmrrem%xazso pair with this
type of computer. Addiﬁonalbeneﬁtsctthisaregmaﬂyremcedmaﬂanancechmesandthe

freeing up of a large section of the buiiding which can be usad to provide better visitor
accommodation
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