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-fJHOWJrJJ the calibrat
DY IFACKING NS rghnﬂhtal effects and

self- callbrf'c')n can allow further calibration
using the data for the target source itself,
under certain conditions.



Whyidoweineed self-cal?

IerceEInpIexavIsioNity output of a well-designed

remain Inrthe gains.

m Temporal and spatial variations in the
atmosphere distort the incoming wavefront

m Varies with elevation, frequency, weather etc;
m Weak or resolved calibration source;
m Errors in the geometric model;




SHEWAEOES: selfi-cal work?

Selitcalfcanile use £ estimate these residual errors by
WeAUIgNIENCOITIPIE ( '//// as free parameters. In
mrm/ CASES) T purce data contain enough
IMGINEALGN 1O SO the source structure as well
ASI e comole/ o feach antenna.

-
- Forr anramiay ol Nielements, there are N unknown
complex gains corrupting the %2N(N-1) visibility
measurements. Therefore at least Z2N(N-1)-N
“good” complex numbers remain In the data; these
can be used to constrain the intensity distribution of
the target source.

ATCA (6 ant): 15 visibilities, 6 gains
ATCA (5 ant): 10 visibilities, 5 gains



farallewing the gains to be free parameters,
SOMEIRG'IS I0St:

Therabsoluie pﬁﬁ-tioﬁ of the source:
YAWSEIULE SOUCE Strength Infermation;

Fne anllityate d|st|ngwsh petween various
1typ SH@fisouUrce structures;

m But as'NHncreases, the ratio of constraints to
the numBer of unknown gains Increases
withoeut beund, so for large N little is lost.

Cl

The degrees of freedom introduced due to the gains are balanced in self-cal by
a priori knowledge of the source. For example, the corrupted data may still be

used to produce an adequate model for the structure of the source, to be used as
astarting point in an iterative self-calibration of the data.




IMENHGEEI OIRETSOUINCE derived fiom the corrupted data (or
PyAGLHENTEanS) can e Used to partially correct the data
SimizigherceliBRRUeRISING an astronomical source). An
LEEMVERSIIPIOECHINO Estimating| the unknown gains is

then possinle.

-



: lure should converge
sly proven. However:

SEI=CANSHINOST cessfuliin arrays with
arge J\ vvmey!h@ pAumber ofi constraints Is
far greater tha heidegrees of freedom due

m Most sources are simple relative to the uv
plane coverage ofi an observation and are
effectively oversampled, allowing the addition
of a small number of degrees of freedom
bearable.




grrp)
aalmgd el alSO! e
COMpPIEX IEIgLVE 1o
&

m Different weighting schemes;
m Averaging times,

m Spectral line self-cal,

m Image errors;
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NER=Ieding Analysis

Aefellr) | gofieyy he‘%\/llﬁ' @mi a chapter in the
SYREIESISNMEACING| DO0K, chapter 16 by Tim
REAISen (L599);

[nterferometern ’c&,.-a are measured in the uv

- planezsiusithe most direct analysis of the
| O¢eUKs In this plane. Errors are also

often easler to recognise In the uv plane than
In the Image plane and are generally better
understood In the uv plane. Sometimes
datasets are too sparse to image and analysis
In the uv plane Is the most sensible option.



IISPECHBRION VISIpIlIty data

¢;i(t) = dij(t) + 0:(t) — 8;(t) + noise

Cijic (t) = ¢ (t) + & (t) + dii(t)
Cijk (t) = 0i5(t) + &5k (t) + dri(t) + noise
Cix () = Cijx(t) + noise

m Get a feel for the source structure by
comparing the uv data to the Fourier k
transforms of basic intensity distributions;



ISt gener aJJ/ meant by non-imaging
- erJrlJ/JJD — merno' of building a
‘Jerl model for the source structure that

J et mvkoe ourier transforms of the uv

ol convoelution.

A the uv plane data, as opposed
1o operatiens Inithe image plane when using
clean;

m Certain similarity to self-calibration.



guesses) a model for the
ised by a known number

ompare. the model visibilities to the uv
nlane datz a_nd‘ adjust the free parameters
of the m’gﬁe/so as to fit the model
visibilities to the data (this is the similarity
to self-cal).




valles rgr the > free parameters



HIMIELENS 1O rm;&gpro Include:

VieyAsERaIficuitter define a starting model
parametenstion;.
E & 4
DJI [ERS arfe noet Unique;

B assumes t the errors are Gaussian,
uncorrelated, and no calibration errors;

m degrees of freedom introduced during self-cal
should be taken into account.

m Uncertainties on the model parameters can
be difficult to quantify.



Vi@del=1it errors

1 Co\zifleinee mat;’gg to see which parameters
Aierconsteinedsand now: they are correlated;

Caution musr"e}: xercised when using any
teerencalimeasures of confidence since they

visibility: errors are fully understood and are

distributed appropriately for the statistical
tests being used;

m Monte Carlo tests are useful but time-
consuming!!!



SElWaRe

U\/rJ r 1) r\Jr)J rlge Al ast-squares fit to the

m Sl JM_, zIf) r\J
COMPIRES morle

INteErface; P

A F]\/Jr\r) (JmeOr

O MIRIAD has UVELUX which fits point source
models to the real and imaginary parts of the

visibilities.



RSUMImERY se limitations, working
WILRE d? plane still offers some
rnrlvrlmrrlgw over Maging, especially for
STIMPIENSOUICES :mrlfj sparse datasets —

can be made for reasonably simple sources
withr highr signal to noise, well-calibrated data;

m When the data are poor, sometimes there Is
little choice.
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