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Regular and extensive testing of the operations of all of the elements of the LBA system is necessary to ensure reliable VLBI observations. This note describes current practice and proposes additional measures to ameliorate known problems. Some such problems were highlighted in the recent review of Hobart and Ceduna operations as part of the ATNF-UTas contract renewal.

Relevant Resources

At each LBA station there is:

· An LBA DAS which can provide up to 4 x 16 MHz channels (256 Mbps mode) or 2 x 64 MHz channels (512 Mbps mode). 

· An LBA recording computer, connected to the DAS via a VSIC card. These computers have multiple network connections. There are also 2 x 400 GB fixed internal IDE disks and 4 x 400 GB removable IDE disks, providing up to 2.4 TB of space. This space should be available at all times for tests and ToO observations and as an observing backup. (Note: The maximum rate that can be recorded on these disks is 256 Mbps on the internal disks, 512 Mbps on the removable disks.)

· An XRAID chassis, to accept 14 disks, each either 400 or 500 GB, configured as raid 5. The disks are usually configured into 2 bays of 7 disks each. Total capacity is 4.8 or 6 TB. Note that the disks are shipped to the correlator at the end of each session & the XRAIDs are used primarily during scheduled VLBI sessions.

· A network connection to the outside world. These vary between wireless/DSL rates for Ceduna, a few Mbps for Tid, 1 Gbps for Hobart-UTas and 2 x 1Gbps for the ATNF antennas.

The 3 ATNF antennas all have dual systems, allowing double-rate recording.

The other critical component of the LBA is the correlator and the LBA has now moved exclusively to software correlators, using the DiFX software correlator developed at Swinburne. There are a number of LBA facilities running this software:

· The PAMHELA correlator at Parkes, running on 24 cores of the APSR2 system. This facility is in the process of upgrading with separate i/o nodes to increase throughput. It is used exclusively for eVLBI operations, as it does not have local disk facilities. The main advantage is the 1 Gbps connections to ATNF antennas.

· The Swinburne Supercomputer Cluster, where a fraction of the supercomputer capacity is used for software correlation. This handles all correlation from the recorded VLBI data. It all handles real-time-fringe-testing using the relatively slow “normal” internet connections (a few Mbps).

· The Curtin supercomputer cluster is under construction. Network connectivity has not been extensively tested as yet.

1.  Real-time fringe testing

Real time fringe testing in the LBA has been developed and improved over the last few years. It is the main testing mechanism for checking operation of all telescopes on the array.

Currently, small (<1sec duration) amounts of data are transferred from each telescope to the software correlator at Swinburne. The limiting factor is the speed of the network connections for the slowest links.

At the correlator, the data are correlated and the results automatically posted on a webpage. There are plots of fringe amplitude and phase for each frequency and baseline, with all 4 polarisation products computed. This process is largely automatic but needs manual start-up.

This confirms correlation, determines the clock offsets and checks for polarisation swapping. Any band inversions will not produce fringes, so this also checks the IF chains at the antennas.

In the current system, the relatively amplitude between different baselines is not cross-checked. As nominal Tsys values are used at the correlator, the amplitudes for a calibrator source should be approximately the same on all baselines. Gross differences (large factors) may uncover receiver problems at the antenna (or that the source is resolved).

ACTION 1 (Phillips/Deller): Implement software to plot the amplitudes from all baselines together during fringe testing and to check for any large differences. 

2. Feedback from the correlator

The main correlation of all LBA observations is done on the Swinburne correlator, under contract between ATNF and Swinburne.

As part of the correlation process, all clocks and clock rates are determined and data quality is checked on the calibrator sources for each observation. Hence this process uncovers almost all problems that may have occurred at the telescopes, from the Rx of the antenna to the disk recordings.

The correlator reports the percentage of success/failure for each telescope and each observation. Any obvious problems are reported back to the ATNF and the antennas. However, this feedback process is not as robust as it could be and needs to be strengthened.

ACTION 2 (Correlator): Streamline the reporting process for each observation. ALL observations should have a short report as soon as completed, preferably on the web (WIKI?). Also notify ATNF and any observatory for which problems have been uncovered of the existence of such reports.

ACTION 3 (ATNF): Act on the correlator reports. Confirm communication of any problems to relevant observatories  and coordinate any needed follow-up.

3. Testing between sessions

Between major VLBI sessions the observatories have the opportunity to do more testing and rectify any problems uncovered at correlation time. Thus it is important that timely feedback gets to the observatories from the correlator.

In case of major problems uncovered at a telescope, immediate steps must be taken to rectify these before the next VLBI session. The ATNF will coordinate this process (action 3 above). However, testing beyond simple real-time fringe tests may become necessary, and this will need to be speedily scheduled and coordinated.

At the ATNF antennas, it is easy to record the data on internal disks and transmit it to the correlator(s) over the fast networks. Similarly, Hobart could also transfer data over networks in reasonable time at 64 or 128 Mbps.  However, at Ceduna and Tidbinbilla there are no fast links and the only feasible way is to transport disks.

For ~1 hr test observation at 512 Mbps, about ~230GB will be written on disk. These can be copied and transported on a removable disk, preferable an external unit. These can be shipped back to ATNF and copied again on disks accessible via the network.

ACTION 4 (ATNF): Investigate price/availability of external disk units for the LBA recorders. Purchase units for Ceduna and Tid plus spare in Sydney.

ACTION 5 (ATNF): Coordinate follow-up testing and disk transport and fast correlation for test observations.

4. Other issues

Observatories should have a program in place to check and test the VLBI equipment at least a few weeks prior to a VLBI major session. ATNF will coordinate any test observations that may be needed. Regular VLBI tests at observatories should include:

· Basic system integrity - test data from IF though DAS and onto disk (band shape, sampler stats, system keeping up etc)

· Regular disk i/o tests – particularly first tests when Xraids arrive at observatory (Xraid disks should be installed as soon as they arrive at observatory - preferably at least a week before session)
ACTION 6 (ALL): Revise and (re)define LBA timeline for VLBI sessions including times for schedules, shipping, logs and tests prior and after the observations. To be agreed by next LBA meeting and posted on WIKI.

ACTION 7 (ALL): Define and maintain a list of critical LBA contacts at all participating institutes and observatories.

Other improvements include:

· Continuous clock monitoring against GPS. This is already available on ATNF but the data has not been regularly used for VLBI.

· Check on Tsys, Gain vs Elevation and other calibration data needed from the telescopes to fully calibrate the VLBI data.

ACTION 8 (ATNF): Investigate ways to access clock monitor data for ATNF antennas.

ACTION 9 (UTas): Investigate clock monitoring for Ho and Cd.

ACTION 10 (Tid): Investigate clock monitoring at Tid.

Timeline

Implement procedures to complete all actions above within less than 6 months and report at the next annual VLBI operations meeting.

