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INTRODUCTION

1. INTRODUCTION

1.1 Summary

The CSIRO ASKAP Science Data Archive will providetiong term storage for ASKAP data
products and the hardware and software facilities @nable astronomers to make use of these.

ASKAP is, in many ways, a data driven facility wbdhe data rates are extremely high. The
ASKAP data rates arriving at the Pawsey Centreaggroximately 2.5 Gbytes per second,
equivalent to 75 Petabytes (PB) per year. Thieighd the current ability to archive data and
so raw visibility data and calibrated spectral higibility data will not be archived. Such high
data rates require instead that ASKAP data proogssicarried out in quasi real time using
automated pipelines to produce data products aswteded metadata that are stored and made
available through the science archive. The arcbarebe thought of as the end stage of the full
system.

The CSIRO ASKAP Science Data Archive (hereafter OAPp will include calibrated
visibilities for continuum data, and image cubes lioth spectral line and continuum data.
Source detection algorithms will be used to se&r@me cubes for radio sources and source-
related information will be captured in catalogu€alibration and scheduling information
related to the observations will also be storece Wdtal volume of archive data is expected to
reach 5 PB per year.

1.2 Scope

This document discusses the user requirementssendases for CASDA as needed to support
scientific observations with the ASKAP array lochtat the Murchison Radio Observatory
(MRO). CASDA will provide the archive support frothe start of Early Science onwards.
Early Science will begin following the installatiooommissioning and verification of the first
12 Mkl phased array feeds (PAFs) on the antennas.

The document is written for a broad audience theludes ASKAP Survey Science Teams, the
general astronomy community and groups from CASHRO IM&T, ICRAR and iVEC who
are working on the radio astronomy archives atRtesey Centre. In particular, it is intended
to provide the high level requirements and usescaséhe CASDA development team as input
for the more detailed design and architecture $ipations, and is intended as a reference
source for the Science Survey teams and generahasty community to facilitate discussions
towards verifying user requirements and use cases.

Some readers may not be familiar with ASKAP speatfons, or with radio astronomy
techniques. To help provide context, sections 2 armutovide an overview of the ASKAP
system and operations. The science archive, regeimts and use cases are discussed in
sections 4 and 5.

In addition to CASDA, a separate commissioning etwill be used for the data collected
from BETA — the initial array of six ASKAP antennagquipped with Mkl PAFs. This archive
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will also store and provide access to commissiodiaig as Mkll PAFs are installed and tested
on the antennas, and will include data from Eadiece demonstrations. This archive is the
responsibility of the CASS Science Data Procesgjngup. The requirements of this
commissioning archive are NOT discussed furthéhisndocument.

This document provides only minimal information thve User Support model for CASDA.
This, together with performance measures for CASD#l be discussed in a separate
document.

1.3 Document versions

This document draws strongly on previous ASKAP doents. In particular it builds on and
replaces the earlier documeASKAP Science Data Archive: Draft Requirements Dumnt
(2009, Norris and Johnston [6]) and has made eixtensse ofASKAP Science Processing
(2011, Cornwell et al. [2]).

Version 0.5 of this document was released in Ma&aeh3 to facilitate discussions between
CASS staff working on ASKAP and other technicalugs.

This version (version 0.8) is released in Octol8r3? primarily for discussion with the science
community. Following input from the community, Vins 1.0 will be completed in late 2013.

1.4  Glossary

AAO Australian Astronomical Observatory

ADE ASKAP Design Enhancements

ANDS Australian National Data Service

ARCS Australian Research Collaboration Service
ARDC Australian Research Data Commons
ARRC Australian Resources Research Centre
ASKAP Australian SKA Pathfinder

ATOA Australia Telescope Online Archive

ATNF Australia Telescope National Facility
BETA Boolardy Engineering Test Array

CASA Common Astronomy Software Applications
CASS CSIRO Astronomy and Space Science
CASDA CSIRO ASKAP Science Data Archive
CPU Central Processing Unit

DAE Data Analysis Engine

DIRP Data Intensive Research Pathfinder

DMF Data Management Framework
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DML Data Management Layer

DRAO Dominion Radio Astrophysical Observatory

EIF Education Investment Fund

FITS Flexible Image Transport System

FLOPS Floating Point Operations per Second

FWHM Full width at half maximum

GAMA Galaxy and Mass Assembly [survey]

Gb Gigabit (10° bits)

Gbps Gigabits per second

GB Gigabyte (109 bytes)

GBps Gigabytes per second

GPU Graphical Processing Unit

GSP Guest Science Project

HPC High Performance Computing

HSM Hierarchical Storage Management System
ICRAR International Centre for Radio Astronomy Research
IM&T Information Management and Technology

iVEC iVEC is an unincorporated joint venture between

CSIRO, Curtin University, Edith Cowan University,
Murdoch University and the University of Western

Australia

IVOA International Virtual Observatory Alliance

LBA Long Baseline Array

MAID Massive Array of Idle Disks

MB Megabyte (10° bytes)

MRO Murchison Radio Observatory

MWA Murchison Widefield Array

NCI National Computing Infrastructure

NCMAS National Computational Merit Allocation Scheme

NCRIS National Collaborative Research Infrastructure
Strategy

NED NASA/IPAC Extragalactic Database

OPAL Online Proposal Applications and Links

PAF Phased Array Feed

PB Petabyte (1015 bytes)

PSF Point Spread Function

RDS Research Data Services

RDSI Research Data Storage Infrastructure

RFI Radio Frequency Interference

RTC Real Time Computer
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SIAP Simple Image Access Protocol

SIMBAD Set of Identifications, Measurements, and
Bibliography for Astronomical Data

SKA Square Kilometre Array

SOA Service Oriented Architecture

SOAP Simple Object Access Protocol

SOC Science Operations Centre

SSP Survey Science Project

SST Survey Science Team

TAP Table Access Protocol

TB Terabyte (1012 bytes)

TOS Telescope Operating System

VLBI Very Long Baseline Interferometry

VO Virtual Observatory

ASKAP-SW-0017
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ASKAP OVERVIEW

2. ASKAP OVERVIEW

2.1  ASKAP specification

This section gives an overview of the ASKAP syst@ims is largely extracted from previous
ASKAP documents [2, 4, 5].

ASKAP is an array of 36 12-m diameter prime-focasabolic dish antennas located at the
Murchison Radio Observatory in Western Australibe Trray is designed to be a fast survey
instrument for centimetre-wavelength observatiortt wigh dynamic range and a wide field-
of-view.

The ASKAP system specification is given in Table 1.

Table 1: ASKAP specification

Number of antennas 36 Notes

Dish diameter 12m Corresponds to a full-width half
maximum primary beam qf
approximately one degree.

Maximum baseline 6 km 30 antennas are located within a
region of 2 km in diameter. The
remaining 6 extend the baselines
to a maximum of 6 km.

Frequency range 700 — 1800 MHz Equivalent to approximately 42
cm (700 MHz) to 17 cm (180D
MHz)

Field-of-view (area) 30 square degrees

Processed bandwidth 300 MHz

Number of channels 16200 18.5 kHz per channel

Correlator integration 5s Minimum time per visibility

time sample

Number of Phased Array 188 The number of elements for Mk |l

Feed elements PAFs

Digitisation levels 14 bits

Dynamic range 50 dB

Sensitivity (Ae/Tsys) 65 K™

Survey speed 1.3 x 1n'K? ded

ASKAP-SW-0017 October 2013



ASKAP OVERVIEW

2.2 Locations

Physical locations for ASKAP sub-systems are:

The antennas, beamformers and the correlator arateld at the Murchison Radio
Observatory (MRO).

Operational engineering support is provided by @sIRstronomy and Space Science
(CASS) staff located in Geraldton with some addaiosupport provided from technical
staff in Marsfield, Sydney.

Data are transmitted over high-speed dedicated lmithe Pawsey Centre in Perth.

The Central Processor used for real-time data psing is located at the Pawsey Centre.
The platform within the Pawsey Centre which hokes €entral Processor is known as the
Real Time Computer.

CASDA will be located at the Pawsey Centre.

The CASDA development team includes CSIRO staffnfffGASS and IM&T located in
Canberra and Sydney, with support from iVEC in Rert

In the future it is possible that one or more nrgrof the archive may be located at other
locations although this is not yet established.

ASKAP observations will normally be carried out antbnitored by CASS Science
Operations staff located at the CASS Science OpesaCentre in Marsfield, Sydney.

First-level user support for the archive will beyided by CASS Science Operations.

ASKAP will also provide data used for education antreach programmes. The
coordination of these programmes will be from tHeSS Headquarters, in Sydney.

2.3 ASKAP timeline

Figure 1 shows an overview and timeline for maj&KMP activities. As at mid-October 2013:

» The site infrastructure including roads, a RFI-kléd control building, waste, water,
initial power and fibre links are complete.

* The installation of the 36 ASKAP antennas is corteple

* MKl Phased Array Feeds (PAFs) are installed orBfB€A array. BETA is primarily
be used for development and commissioning purposes.

* MKkKIl PAFs are under development with the productéthe first full Mkl PAF in
2013.

» Installation, commissioning and science verificatad the Mkll PAFs will continue
throughout 2014.

» Early Science with ASKAP will begin following themmissioning and science
verification of the first 12 Mkll PAFs.

* Further MKkIl PAFs will be added to the array dur@5.

10
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» Fibre links to the Pawsey Centre will have datagatf 40 Gb/s in the near future.

* The Pawsey Centre building was completed in Afiil2and installation of a Cray
supercomputer and storage facilities began soen dfistallation and acceptance tests

are underway.

» Planning for the science archive has begun. fitenided that CASDA will be available
from the start of Early Science around early 2015.

ASKAP Time Line: Major activities 2013 to 2015 - (October 2013)

Pawsey Centre

2013 | 2014 2015
MRO infrastructure Complete
Installation of 36 Complets
antennas
Fibes et 1 Gb/s available 40+ Gbls —=

BETA construction
and
commissioning

3 Mkl PAFs
installed and used
with software
correlator

Six PAFs
installed and
Beta hardware
correlator
installed and
tested

Beta commissioning tests
continue as needed

MK (ADE) PAFs
and correlator

Mk Il (ADE) PAFs development,
prototyping and testing.
Correlator designed and

prototype boards built

Production and testing of first full
Mk Il 188-element PAF prototype

MKIl PAFS #1 - #6
Initial correlator
installation

MKl PAFs #7 - #12
Correlator further

Further Mkll PAFs rollout —=

developed

Commissioning
and Science
Verification

Commissioning and science
verification for first
12 MKIl PAFs

Commissioning and science verification for

further MKIl PAFs

Early Science

Early Science begins

Science Data
Processing

Data flow from
MKl PAFs

BETA data processing
with temporary data storage on the
IWEC Epic Linux cluster

Science Data Processing supports commissioning then early science at Pawsey Centre

Commissioning

Commissioning archive in use.

Archive Files handled using CASS facilities
; Preliminary Design ?
Project Stage 0 Rewi CASDA restrictad
CASDA Preliminary requirements .Requnemems analysis . b fi Srtion release fortesnng by CASDA supports Early Scierice
analysis Design and architecture analysis Deriositins of il S8Ts for Early Science
capabilities fEadiness
2013 2014 2015
Jan13 ]| Apr-13 [ Jul-13 [ Oct-13 Jan-14 | Apr-14 [ Jul-14 [ Oct14 Jan-15 [ Apr15 [ Jul15 | Oct-15
Q1 [ Q2 [ 03 [ 04 o1 | o2 | o3 | o a1l | oz | o3 | o
Figure 1: ASKAP timeline
11
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2.4  Telescope Operating System

Figure 2 summarises the ASKAP data flow.

Pawsey Hioh Performan ce Computing C entre

{e.0. ICRAR Data-
intensive research
pathfinder)

Data Store

Murchison Radio -astronony Observatory Tor SKA Science
R e T R R e R RS R E R e RS EET e e e e e e e 1
! : ! i Virtual
| Thirty =iz _. I | irtual
| atennas  Filterbanks B eamformers : | | Observatory
| . | |
- m— |
i g 5 | |
i / l\ i 19Thé : | |
1 - i | |
| — Beamirmed 1 !
: Pis P’“‘:a'“‘":{::"k fiterbank : | ASKAP :
| 18 TRop’s RERplER : : Science Data I -
Archive | 2
: . Comelator : : A
VAL | 1 =t
i /}\ 197 | I 44 S
| - ! : v ST askap
[ < § T g | Scence
| : MR - Ferth | e, | products via
: 187aa’s | link : 200 Tfioads H ¥, : WO protocols
| | Physical: x e
| HoThoals 1 ax 1066 | - .
l i 1 10 Gaytels 3 l
| | Actual: | | # Y
l | 20-25 Gy | 1
| . 1 Sl |
ol |
i | L 1
N | | P |
: w | : fac | & : Astronomers
e | ASKAP 2]
| | |
i (_L : : Operational Other iVec Users i
| | |
i i I I
! | 1 1
| | |

Figure 2: ASKAP data flow (adapted from [1])

The ASKAP computing architecture has three majanmanents: the Telescope Operating

System, the Central Processor and CASDA. The Gepes Operating System is responsible

for the control and monitoring of the antennas.sTihcludes the antennas, beamformers and
correlator.

The ASKAP large field of view is achieved using phd array feeds with 188 detection
elements at the focus of the antennas. For eadmmatthe voltages measured by these
elements are amplified, digitised and filtered i&@2 coarse channels of 1 MHz each.

The beamformer for an antenna constructs beamsmmnig and weighting the signals from
the individual elements. ASKAP will be configuraddive a total of 36 observing beams.

The samples for each beam are further filtereddb hesolution. Each 1 MHz channel is split
into 54 fine channels, giving 16,416 channels taltd&dge channels are later discarded and a
total bandwidth of 300 MHz and 16,200 channelsuses.

The signals from one antenna beam are correlatdd thve signals from the corresponding
beams from the other antennas. In effect this all®MEKAP to operate in a way that is
equivalent to a number of conventional radio arragerating simultaneously. The correlator
forms the cross-products between each pair of aaenASKAP antennas have two linear
polarisation axes allowing four polarisation progugcalled XX, YY, XY and YX). For each
integration period of 5 seconds, one cross-cofogldalso called a ‘visibility’) is output from
the correlator for each beabgseling channel and polarisation. The correlator alspuistone
auto-correlation for each beaamtenna channel and polarisation.

For 36 beams, 630 baselines, 36 autocorrelatiftmg, polarisation products and 16,416
channels the correlator produces 1.6 billion dedtoorrelations and a total data volume, every

12
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5 seconds, of 12.6 Gigabytes (GB). Thus the maxirdata rate from the correlator, for a full
array of 36 antennas is 2.5 Gigabytes per secoBgg)s For a smaller number of antennas the
data rate scales as the number of baselines. Dimendata processing stages the data volumes
are reduced.

The correlation samples are then sent over higledspeks to the Pawsey Centre at the
maximum data rate of 2.5 GBps. Four 10 Gigabitsspeond (Gbps) links will be available for
ASKAP.

2.5 Central Processor

The Central Processor is a hardware and softwdrgystem that is responsible for all of the
stages of data processing from the correlatoragtibduction of science data products such as
image cubes and source catalogues. The processar ¥stem can be thought of as a
sophisticated ‘backend’ to the array.

The processor includes a Cray supercomputer wih09Central Processing Unit (CPU) cores,
a total memory of 32 TB and a total compute powe&0® TFLOPS. This is supported by a 1.4
PB Lustre disk-based file system that is used ftebthe visibility data during data processing
and to temporarily store the data products prodpeied to sending these to the archive.

2.5.1 Data conditioning and calibration

Data processing is carried out using a set of pipsel A schematic of the data conditioner
pipeline (also known as the ingest pipeline) issgih Figure 4.

i Ingest Pipeline
1
I

i Downstream
i 4 »| Pipelines
Telescope ! Calibrated
Observation Telescope | Visibilities
|
Mauager metadata Merge Flag Flag A Channel '
pply A | Downstream
] Metadata & (From RFI (On the fly Calibration Averaging - Sueis
Visiiies T\ Visibilities database) detection) (16200 to 300) ICalibrated
| Wisibilities
Correlator | |
H Channel
| ; Downstream
I i Averaging n ol
! Access database of Obtain latest (300 to ~30) Calibrated Ipel
! known RFI sources calibration solution Vllisibilities

i 1
i . . 1
1 RFI Source Calibration i
i Data

b Service : ]
i Service )
i 1
1

1

_______________________________________________________________________

Figure 3: Data Conditioner Pipeline

Data arriving from the correlator are acquired tigto a set of 16 ingest nodes and merged with
telescope-related metadata provided by the Teles@erating System. The data are then
‘conditioned’ prior to being forwarded to the satenprocessing pipelines. Conditioning steps

13
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include flagging the data for known sources of eddequency interference (RFI). This is done
using a database of known interference sourcesedlsas the dynamic detection of new
interference sources. Other bad data are alsoeithgg

After conditioning, the visibilities are calibratéd correct for atmospheric and instrumental
visibility variations and for the instrumental baegses. The calibration of ASKAP data with
many beams requires a novel approach to data atidibr The full ASKAP array will use a self
calibration technique where a pre-determined globadlel of the sky, based on information
derived from known bright sources, is used to artige observed visibilities. This model will
be updated and improved as ASKAP observations essgf2]. During commissioning and
Early Science where a smaller number of antennasused, alternative calibration methods
may be applied. After calibration the data are aged as needed and the calibrated visibilities
are sent to imaging pipelines.

2.5.2 Imaging pipelines
A schematic diagram for the data processing pipslia shown in Figure 4.

The imaging pipelines grid the visibility data aRdurier transform these to the ‘image plane’.
A single radio astronomy image is a map of thelslightness across an observed region of sky
(also known as a ‘field’). An image cube is a skintages contained within a single file that
covers a range of frequencies and is representdtirbg dimensions. For a standard image
cube, the x and y-axes correspond to the planbeotky whilst the third axis corresponds to
the channel number or frequency.

For an ASKAP antenna the FWHM primary beam at aelength of 20 cm is approximately
one square degree. To cover the field-of-view o§@0are degrees, the data from the 36 beams
are ‘mosaiced’ together to produce a single image. correct for edge effects some
overlapping of adjacent beams is used.

The ASKAP specifications include three differentaging pipelines.These will be used for
continuum observations, spectral line observatiand,transient observations. For the purposes
of this document the letters C, S and T are usdabia the three types.

C: Continuum I mager

For continuum data processing the visibilities averaged into 1 MHz bins. This reduces the
total number of channels from 16,200 to 300 and substantially reduces the data processing

14
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load. Further averaging may be applied. Continuoraging will generally use one of two
modes:

All 300 channels are retained and the data prodootsed are continuum image cubes. Image
cubes may be retained for all four polarisationdpiis known as Stokes | (total intensity), Q
(linear polarisation), U (linear polarisation), avidcircular polarisation).

A ‘multi-frequency synthesis’ technique is used vehthe full set of frequency information is
used to produce images for three ‘Taylor termsesehcorrespond to the source flux density at
a given frequency, the spectral index and the sgemirvaturé

S: Spectral Line | mager

For spectral line imaging the visibility data froh®,200 spectral channels are processed to
generate image cubes. Spectral line image processirmally includes removal of any radio
continuum emission.

Due to the high data volumes, calibrated visibitigta for spectral line observations are not
archived. Spectral line processing will normallyyobe carried out for the Stokes | polarisation
product. Limitations in computing power and memanay impose some restrictions in

processing data for baselines longer than 2 km.

Spectral line image cubes can be used to genavatdimensional images known as ‘moment
maps’. Moment maps are a way of summarising thermmhtion contained in a three-
dimensional cube into a single image. The threedstal moment maps are integrated intensity
(MO0), velocity field (M1) and velocity dispersiom@).

T: Transient I mager

The transient imaging pipeline will produce one gmaube every 5 seconds. This allows for
searches of bright sources that vary over time ay e detected as a single ‘burst’ of
emission. Information on bright sources derivedrfithie transient data processing may be used
to update the Global Sky Model.

! For a radio continuum source, the spectral index @urvature characterise how the flux
density of a source varies with frequency.

15
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The compute requirements for such rapid imagingvarg high. To enable fast processing, the
visibility data from transient observations areraged over bins of ~ 10 MHz corresponding to

30 spectral channels.

Calibration Fipeline

16200 Channels
{18.5kHZ)

16200 Channels
{18 BkHT)

Smalkh (e.g. Continuum) Imager Fipeling

r
I
|
| | MY
]
i
]
I
i
|

300 Channels
[1MHz)

P e
~30 Channels

{10MHz)

Calibration

Cea et Callbraton Solubon

Data
Serdce

Source

Sty Mol

Imager
[Cimager)

Source Findert

u InEges

Identifier

Source
Catalog

‘ Service

&

Transient
Imager
(climager)

Transiert Transient
Finder/dentifier Detections

Light Curve
Service

Figure4: ASKAP data processing pipelines

2.5.3 Source detections

The data processing pipelines include automatedclses for sources (or components of
sources). The ASKAP source finder software build$he package Duchamp [7, 8] and can be
used to search for sources in both single-charmealyés and multi-channel image cubes.
Groups of pixels or voxels (three-dimensional pgxehat lie above a specified flux or signal-
to-noise threshold are identified, possibly follagisome pre-processing (through smoothing

or multi-resolution reconstruction) to enhance $ignal-to-noise of real sources. Parameters
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characterising the source detections, such as pugition on the sky, size, position angle,
strength and frequency are written into sourcelaats, in effect with one source detection
per catalogue row.

For transient observations, each image cube iglsedrand the results written into catalogues
with a cadence of 5 s. The image cubes themseheesdt retained. The transient catalogues
allow for the construction of catalogues containihg time-dependent information needed to
generate source light curves and to allow subseganpling or smoothing over longer time
intervals. This capability will enable studies @iusces that vary on timescales longer than 5
seconds.

2.5.4 Data sizes and postage stamp image cubes

In some cases the data volumes for image cubdargee As an example, the data volume for
an image cube with 3,600 x 3,600 pixels in thend g-directions and 16,200 spectral channels
is 840 GB.

For some spectral line surveys, in addition to-$ide image cubes, smaller ‘postage stamp’
image cubes will be produced with a set of smaiftexge cubes for a given survey field. This

may be done to allow high resolution image cubdsetgenerated, or where source positions or
velocities are known in advance. For example, dagesstamp image with 16,200 spectral

channels and 128 x 128 pixels has a data volurapmximately 1 GB.

Table 2 provides some examples to illustrate datarves for data products produced by the
science data processing pipelines.

% For this document a catalogue is conceptuallyvedgemt to a two-dimensional table where
each row contains a set of attributes for an obfemt example, for a source detection catalogue
each row will include the right ascension, deciimatsize, measured brightness and other
attributes for one source.
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Survey | Product Parameters used Output Notes
Type size
C Full 36 beams 2.247TB Data volume calculated 3
polarisation 300 channels 9 Bytes per sample = 8
continuum o Bytes per visibility + 1
calibrated 4 polarlsaFlons Byte for weighting.
visibility data | 666 baselines
set (includes auto-
correlations)
Time per sample 53
12 hours integration
S One spectral | 3,600 x 3,600 839 GB
line image pixels
cube 16,200 channels
1 polarisation
S 3000 postage | 40 x 40 pixels 0.31TB
stamp Image | 16,200 channels
cubes 1 polarisation
C Set of 11 10,800 x10,800 5.2 GB 0.47 GB per image.
continuum pixels Data are averaged to a
Images 1 channel single frequency channel.
g:&er?_ﬁzdlor_ 11 images per field
:Jermg’] imayes produced for multi-
9 frequency synthesis.
C Setof4 10,800 x 10,800 560 GB 139 GB per polarisation
polarisation pixels
continuum 300 channels
image cubes 4 polarisations
S Source 500 detections 150 KB Estimate only
detections 300 Bytes per row
catalogue
generated from
one 12 hour
spectral line
image cube
T Bright source | 1000 detections 300 KB Estimate only
detections from 300 Bytes per row.
one 5s image
cube
18
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2.5.5 Simultaneous pipelines

ASKAP has been designed so that the imaging pieglocan run concurrently. Data arriving
from the correlator can be simultaneously passemlgh the three types of imager to produce
spectral line, continuum and transient resultssTrovides a very powerful data processing
capability.

Different science projects may make use of the sdae stream from the MRO correlator. For
example a spectral line survey of neutral hydroffem galaxies, a continuum survey and
transient observations for the observed regiorskyicould all use the same data sets.

For this situation the transient imager runs carttgproducing image cubes and bright source
detections every five seconds. The continuum imaaed spectral line imager start up

following the end of a scheduled block of obserwadi with continuum data processed prior to
spectral line data.

It is intended that ASKAP will be used to observaltiple programs wherever possible. In
practice this may be complicated by other considara such as the different regions of sky
required by different surveys and different semgjtirequirements etc.

2.6 Data levels

Figure 5 shows the data flow and data processiegestfor ASKAP as a set of increasingly
higher levels. As discussed by Cornwell et al. [8}els 5 and 6 represent the primary data
products that are stored in CASDA. The ATNF is ceible for the generation of all data

products up to and including level 5. For majorveys, the survey science teams will be
responsible for validating the science data pradpcior to release for general use. Validated
data products are classified as level 6.

The science teams and/or astronomers from the geastronomy community may develop
‘enhanced’ data products and these are classifdeval 7. The tools and processes for doing
this are their responsibility. Examples of enhanpsatlucts are a final catalogue for a major
survey, or a set of image cubes that have beeregged by stacking together a larger set of
cubes.

CASS Science Operations staff will take responigytiibr:

» Ensuring that the data are not released to uséitshey have been quality approved by the
relevant science team;

» Applying appropriate flags to the data based orSilneey Science Team processes;

» Issuing bulletins to users alerting them to proldé@mdata which may already have been
obtained from the archive.
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Figure5: ASKAP data processing levels

Level Definition Responsibility

( Enhanced data products e.g. Source identification and ) ( SST )
association
A

Validated science data products (released by Science J ( ssT )
Survey Teams)
A

( Calibrated data, images and catalogues (~15 TB/day) j ATNF
A
( Measurement set (~220 TB/day) j ATNF

A

[ Correlator output (24 Gb/s) ) ATNF
( Beam-former output (0.6 Tb/s/antenna = 21.5 Tb/s) j ATNF
[ ADC outputs (1.9 Th/s/antenna = 68.4 Tb/s) j ATNF

'y /I\T /N

JUEO0BE

2.6.1 Data Validation

CASS will retain the ultimate responsibility foretlguality of all ASKAP data products but will
delegate responsibility to the Survey Science Tefonssalidating the data quality for the
large-scale science surveys.

The purpose of data validation is to determine faethe data products are ‘science ready’ to
a state where they can meaningfully be used fensific research. It will be the responsibility
of the Survey Science Project (SSP) teams (se@joto determine the specific validation
criteria for their own projects and to carry outyadiata anlysis required for validation.
However, to reduce the effort involved, data vdlma should be automated as much as
possible and should make use of reports generateldei science data pipelines to provide
information on data quality and system performartsech reports will be made available
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through CASDA. In some cases it may be necessargcfence teams to retrieve visibility and
or image data files from the archive for validatiparposes. Where files are not archived
special consideration for data access may need tofisidered.

A CASDA tool will be used so that data validatioetadata flags are set in the science data
archive. Following validation procedures the sceeteam will either set a survey science data
quality flag that allows the data products to deased to the general community, or will flag
the data as ‘bad data’. Science teams may alsaderdaformation on specific problems
encountered so that this can be shared with oensuln general, observations with bad data
will be repeated. However, bad data sets will rerémoved from the archive as these could
potentially be useful for engineering tests or ofhaposes.

Some administration and operations staff will decable to set or potentially override the data
validation flags. Changes to data quality flagh e tracked.

3. ASKAP OPERATIONS AND SCIENCE

3.1 ASKAP science observations

This section provides an overview of ASKAP obsegvamd operations. For additional
information see documents [1, 3, 6, 7, 8.

ASKAP will be operated by CSIRO as part of the Aaish Telescope National Facility

(ATNF). The ATNF also includes the Australia Telege Compact Array, the Parkes radio
telescope, and the Mopra radio telescope. Thesktiéscare used together for Very Long
Baseline Interferometry (VLBI) observations wittethong Baseline Array. All data taken on
ATNF facilities belong to CSIRO.

Due to the remoteness of the MRO, ASKAP sciencembsions will be taken in a remote-
observing mode, normally from the Science Operati@entre in Marsfield, Sydney. The
control and monitoring of the antennas will be iemrout by CASS Science Operations staff
using facilities provided by the Telescope OpematBystem. The science teams will not be
present for the observations. Instead they wikratt with the data products and information
provided in CASDA.

The scientific use of ASKAP will be open to astrorers from around the world, with
telescope time allocated on the basis of scientiferit and technical feasibility. ASKAP
science users will include science teams who suprojosals and are allocated time for their
projects, and the international general astrondnmgoanmunity who make use of ASKAP
results through the science data archive but ardirextly included on the project teams.

As a rough estimate, the number of users of ASKAR ds expected to be at least 1500
individuals. This includes approximately 350 indwals on the Survey Science Projects
(section 3.3), 400 individuals on Guest SciencgeRts (section 3.4) and 750 individuals from
the general astronomical community. The sciencesusieASKAP include about 30 research
scientists working for CASS who participate as memiwof the science teams.
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User support for CASDA will be provided by CASS &we Operations staff. The full user
support model is not yet developed and this wilbdseussed in a separate document. However
it is expected that general user support for utiegarchive will be provided by CASS staff.
Such CASS support is likely to include on-line udecumentation, a helpdesk-type service for
enquiries, news bulletins and similar informatioroyided through ATNF newsletters and
email distributions. Community training sessiond anme one-to-one support will assist users
to get started with the archive.

3.2 Early Science

CASDA will provide archive support to the sciendeservations taken from the start of Early
Science. Early Science will begin following the auoissioning and science verification of the
first 12 Mkll PAFs and is currently expected to acoance about April 2015. During Early
Science, observations will be classified as ‘shaigld and the time available at the array will
be shared between commissioning activities anchseiase.

Planning for Early Science, led by the ASKAP Proj&cientist, is now underway in

consultation with the Survey Science teams. Theembsions will be carried out by a

commissioning team on behalf of the community. ¢wihg data validation the data products
will be made publically available through CASDA gt a proprietary period.

The archive requirements for Early Science are ntisdly the same as for full ASKAP
operations. However, not all observing modes wiitially be available. It is expected that
Early Science observing will include continuum, aspkctral line observations with some
initial data processing support for polarisationarisient-mode observing will be introduced at
a later time.

Some aspects of Early Science will require CASDAédaesponsive to ongoing developments.
Here we note that:

» At the start of Early Science, some parts of thia gieocessing pipelines will not be
fully in place. As a result members of the scietg@ns may become involved with the
data processing and generation of data produdssekpected that this will be handled
by providing accounts to some science users whioweitk with the data files on the
RTC. Once data products are ready for releasewliepe transferred to Lustre disks
for ingestion to the science archive.

» During Early Science the data rates and the tatd dolumes will be lower due to a
smaller number of array antennas and to the altotaif time on the array between
Early Science and science verification and commmingsg.

* The intention at present is to separately mairdasimpler archive that will be used for
verification and commissioning. This will be mandgey the CASS Science Data
Processing team and is not formally a part of tRe&SDA project. To enable this —
scheduling blocks should include metadata to iflemthether they are for science use
or for the commissioning archive.
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3.3  Survey Science Projects

For the first five years of routine science operagi with ASKAP, it is envisaged that at least
75 per cent of time will be allocated to SurveyeBcie Projects (SSPs). These are defined as
projects that require more than 1,500 hours of vfosg time.

Typically, observations for a SSP will be carriatt over extended periods of some months
with the same instrumental set up and data prougggpelines used from day-to-day. The data
products from the SSPs will be released after daliation without any proprietary period.
The science teams are responsible for checkingalighting the primary data before they are
released to the user community, and for workingetiogr with CASS to ensure that their
science goals are achievable and met.

In September 2009, ten Survey Science Projectsesepting 363 investigators from 131
institutions in Australia and overseas were setbtig an international panel.en ASKAP
Survey Science Projects were approved:

« AS014: Evolutionary Map of the Universe (EMU)

+ AS016: Widefield ASKAP L-Band Legacy All-Sky Blinflurvey (WALLABY)
« ASO002: The First Large Absorption Survey in HI (FRH)

+ AS004: An ASKAP Survey for Variables and Slow Trianss (VAST)

« ASO005: The Galactic ASKAP Spectral Line Survey (GXP)

« ASO007: Polarization Sky Survey of the Universe'ghttism (POSSUM)

« AS008: The Commensal Real-time ASKAP Fast Transisatvey (CRAFT)

+ ASO012: Deep Investigations of Neutral Gas OrigiDBNGO)

« AS015: Compact Objects with ASKAP: Surveys andimgr{COAST)

+ AS003: The High Resolution Components of ASKAP: kfegthe Long
Baseline Specifications for the SKA (VLBI)

Of the ten projects: EMU and WALLABY were assigribe highest ranking and will receive
full CASS support. Six projects (DINGO, FLASH, GABR, POSSUM, VAST and CRAFT)

were highly ranked. CASS will make all reasonabfferes to support these projects. Two
projects (COAST and VLBI) were designated as sfratpriorities. CASS will work to ensure

that the capabilities defined by these are enabldide extent possible.

The following notes briefly describe some of theesce goals of the Survey Science Projects
and some of the technical challenges associatddtiagse projects. Further information on the
Survey Science Projects is given in sections 45aand in Appendix C.

331 EMU

EMU is a deep radio continuum survey that will aotlee southern sky, extending up to
declination of +30 degrees. The total survey afeabout 31,000 square degrees will require
over 10,000 hours of telescope time and, with & &wiay of 36 antennas, will detect
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approximately 70 million galaxies. This will be lfgr the most extended sensitive survey of
radio sources available.

The EMU science data processing will produce cgtas of source detections. These
detections will form the basis for a range of sca&goals that include studies of the evolution
of star forming galaxies and galaxies with activelai (AGN), and exploring the large-scale
structure of the Universe at radio wavelengths.

EMU observations will also cover our own Galaxy avitl provide a sensitive wide-field atlas
showing the distribution of thermal and non-thernaalio continuum sources in the Galaxy.

The EMU science team will produce a set of sour@logues including associations with
catalogues of sources with results from major stgvat other wavelengths. These cross-
identifications are critical in associating the ed#¢d sources with known objects and with
identifying new types of sources. It is expectedat theveral versions of the source catalogues
will be produced.

3.3.2 POSSUM

The POSSUM project will study large-scale astroptalanagnetic fields. Magnetic fields are
associated with many fundamental astrophysical ggses. For example, magnetic fields
influence the onset of star formation, mass-logsnfrevolved stars, the acceleration and
confinement of particles in gas and the collimatidiets of matter. Such processes take place
across many different scale sizes in our Galaxyvel$ as in other galaxies and the inter-
galactic medium.

POSSUM aims to improve our understanding of magrfatids in the Universe by studying
observed polarisation properties of detected radiarces. The POSSUM data products will
enable studies of magnetic field studies of ourag@®al other galaxies and galaxy clusters, and
will provide a census of magnetic fields as a fiorcof redshift, or distance in the Universe.

The POSSUM observing strategy for ASKAP is completasy to EMU. Observations for
both projects will cover the same regions of skg dris likely that these two projects will be
carried out commensally. In effect, the continupipeline data processor will process a single
stream of visibility data arriving from the corrdato produce the images and catalogues for
both projects. Whilst the EMU survey will use totaltensity (STOKES 1) images, the
POSSUM survey will use image cubes obtained foSadkes parameters (Stokes I, Q, U and
V). From these, Faraday rotation measures willlliained for detected sources.

The polarisation-related catalogues will include@SSUM Polarisation Catalogue with source
rotation measures and a Polarisation Atlas withidemcy-dependent polarisation information.

3.3.3 WALLABY

The WALLABY survey is a ‘blind’ survey of the soim sky to search for neutral hydrogen
(HI) emission from galaxies. HI is the principalnggonent of cool gas and this can be used to
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study how galaxies are formed and evolve over tima& how they may merge or interact with
other galaxies.

The survey aims to detect HI from around half diamlgalaxies with redshifts of 0 < z < 0.26,

corresponding to a look back time of 3 billion yeafhe observations will enable studies
covering distances from High Velocity Clouds asated with our own Galaxy, to the Local

Group of galaxies, and beyond to more distant efasind super clusters.

The data volumes arising from ASKAP spectral lineveys are large and some compromises
are required to make the data processing and stonagageable. The full WALLABY survey
will generate around 96 PB of calibrated visibiligta that are then processed to form image
cubes. Given this extremely large data volume, ¢hbbrated visibility data will not be
archived.

For WALLABY it is likely that two types of data cels will be produced:

» Low spatial resolution data cubes with full spdat@aerage (16,200 channels). These
will be restricted to using data from baselineobe? km. (Using a maximum baseline
of 2 km instead of 6 km reduces the cube datalsizefactor of nine and degrades the
spatial resolution by a factor of 3.

» Postage stamp cubes with higher spatial resolwithtve generated for small regions
around the positions of sources detected from arsadyf the full-sized cubes. For each
survey field, many such postage stamp cubes mggherated.

3.3.4 DINGO

The DINGO survey will study the evolution of HI the universe from the present time, back
to a time when the universe was approximately bélits current age. The survey aims to
detect HI spectral line emission from about 100,88axies with redshifts of 0 < z < 0.5.
Unlike WALLABY which is a ‘blind’ survey of the skythe DINGO fields will be selected
from the GAMA (Galaxy and Mass Assembly) survey.

DINGO data will be used to study cosmological ‘disition functions’ that describe how Hl is
distributed in galaxies and galaxy clusters. By bimimg the radio data with extensive
information available from the GAMA and other swseit will be possible to study the
evolution and formation of distant galaxies, and tv-evolution of the stellar, gaseous and
dark matter components of galaxies.

DINGO will obtain sensitive observations of a smalimber of survey fields with each field
observed many times. Approximately 2,500 hours béllspent observing five regions of sky.
In addition a deeper search will be obtained fay figlds with 2,500 hours observing time on
each field.

Following each scheduling block the science datcgssing pipeline will produce the data
cubes for each survey field and these will be Bsed using the source finder with results
written into source detection catalogues.
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The survey team will use image stacking techniqaesombine the data cubes so that a single
final data cube is produced for each survey regitath of the final stacked data cubes may
contain up to 10,000 galaxies. Other advanced tqubha such as spectral stacking across many
galaxies may also be used.

Once the final data cubes are produced, theséwithade available to the general community.
Stacked image cubes and the science cataloguesgebdby the survey science team may be
released at phased intervals prior to the full detigm of the survey.

3.3.5 FLASH

The FLASH project will carry out a blind survey search for extragalactic neutral hydrogen

seen in absorption. In these absorbing systemshyanbgen gas located in a galaxy or galaxy
halo absorbs radio continuum emission from a m@®&uwt background source such as a radio
galaxy or quasar. The absorbing system is locdtadydhe sight line from the observer to the

background source. The survey expects to detetd A00 extragalactic hydrogen absorbing
systems with approximately one detection per sufiedg. These will be used for studies of the

galaxy evolution and star formation in particular galaxies in a redshift range of 0.5 < z <

1.0.

The FLASH survey will target 850 survey fields amill identify 150,000 known continuum
sources within these fields so that in effect eswtvey field will include around 150 to 200
sight lines to background sources. Prior to the stahe survey the Survey Science Team will
generate a Target Source Catalogue that incluggsasitions of the continuum sources.

The data pipeline processing for FLASH will prodwsall postage stamp image cubes with
full spectral coverage, centred on the positionshef known continuum sources The source
detection process is relatively straightforwardr Each survey fields a spectrum is extracted at
the position of each of the continuum sources aadchied for HI absorption.

3.3.6 GASKAP

The GASKAP Survey Science team will carry out savsurveys of gas in our Galaxy, the
Magellanic Clouds, and the regions between the dddthe Magellanic Bridge) and between
the Clouds and our Galaxy (the Magellanic Streafhese surveys will study spectral line
emission and absorption from neutral hydrogen at@fsat a wavelength of 21 cm and from
hydroxyl (OH) OH molecules at a wavelength of 18 drhe surveys will provide images of
extended gas emission with greater spatial resoluidnd coverage than has previously been
achieved. They will also lead to the detectionsholusands of compact sources, in most cases
associated with either star formation regions @ghwiolved stars and supernovae.

In total GASKAP will observe around 480 fields witthe observations taken over
approximately 8,000 hours. Three different inteigratimes will be used with 12.5, 50 and 200
hours per field allocated to different survey regio

The GASKAP surveys pose some particular ASKAP elmagiés. In particular:
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*  GASKAP will require the use of ASKAP zoom modesartard ASKAP observations
use 16,200 channels across a bandwidth of 300 Mifzsponding to a frequency
resolution of around 18.5 kHz. This is too coagesolution for Galactic spectral line
studies where a resolution of around one kHz iscally needed. To achieve the
required resolution, the 16,200 channels will bedusplit into three narrower sub-
bands to cover the HI and OH (1612 and1665/16@nttions.

* To produce the final image cubes for the HI suryeélge ASKAP data cubes will be
combined with data cubes already obtained fromlasidgh observations. The addition
of single dish data greatly improves the image igudbr extended and complex
structures. In principle several different techmigjican be used for combining single
dish and interferometric observations. Decisiongh@napproach to use are still to be
made. At present it is not yet clear whether thel&th combination will be carried out
as part of the pipeline data processing or williiegpost processing.

3.3.7 VAST

The VAST project will use the fast survey speed8KAP to investigate astrophysical objects
that vary on timescales of 5 seconds or longerhSoarces span a huge range of scales, from
Galactic to cosmological distances. They includarefl stars, intermittent pulsars, X-ray
binaries, magnetars, intra-day variables, supemaval gamma ray bursts. Although the range
of phenomena is very large, the underlying physscgenerally associated with explosive
events, propagation effects or by events linkedderetion and magnetism. VAST is likely to
discover types of variable sources that so fanaténown.

The VAST project observing strategy has two apgreac

* Where feasible, VAST will make use of ‘piggy-baaserving where data taken for
other projects is also analysed for transient ssurc

* VAST will also make use of dedicated blocks of absg time. This will be used for
repeated observations of target fields. A largdessarvey (VAST-wide) covering
approximately 500 square degrees is planned withetitire survey region observed
daily using short integrations for each surveydieh deeper survey (VAST-deep) of
the same survey region but with longer integratiores, and a smaller survey of the
Galactic Plane may also be undertaken.

As indicated above, observations for VAST are nqieeted to be carried out during Early
Science. The science data processing pipelindresgents for VAST are highly computing
intensive with many data processing challengesitiess. The ASKAP transient pipeline will
be developed after the continuum and spectraldipelines are in place and will build strongly
on the experience gained.

3.3.8 COAST

The COAST Survey Science Project will use the ASKa&Ray to study radio emission from
pulsars. These are highly compact evolved stars rtstate and emit highly beamed radio
emission as a series of radio pulses. Pulsardnfaltwo groups — ‘standard’ pulsars with
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periods of typically one second and ‘millisecondigars where the rotation rate is much faster.
The time-related properties of pulsars can be mmedsto extremely high precision and this
allows pulsars to be used as tools across a rdngfedies including tests of general relativity
and gravitational wave studies. A key goal for pulastronomy is to detect gravitational
waves, either from individual sources, or from@chastic background. In addition pulsars are
used to study the properties and evolution of weutstars. Understanding their internal
structures, emission mechanisms and magnetic fieldains highly challenging.

The COAST ASKAP pulsar observations will use theyain a special mode where subsets of
antennas are used together in a tied-array modeffdat each tied array acts as a single dish.
The use of multiple tied arrays is anticipated ks tvould significantly improve the survey
speed for ASKAP pulsar surveys.

The COAST planning includes two types of pulsareoistions corresponding to timing and
search modes:

a) Timing-mode observations of pulsars with known tiotzal periods. For this mode
voltages at the antennas are sampled directly ufithsing the correlator. The data are
streamed off-line to another location where theg de-dispersed (to correct for
dispersion and propagation effects in the intdestelhedium) and ‘folded’ to the
known pulsar period. By using multiple tied-arragains ASKAP will be able to
observe 10s of pulsars at the same time giving mudtiplexing advantage when
compared to a single dish such as Parkes. The dag&nproducts produced by timing
observations are folded pulsar profiles and timeeselata.

b) Sensitive targeted search-mode observations wilcdreied out to look for pulsar
emission from compact sources that are identifredther ASKAP surveys such as
EMU. As for timing observations this mode takes ttea stream from the MRO
before it reaches the correlator. The search matkewblumes produced by timing and
targeted search modes are comparable to thoseattheat Parkes. Data processing
generates a list of pulsar candidates. These a¥a fbllowed up with further
observations to determine whether pulsars are prre@able 6).

In addition, a more complex search mode may be useste the data correlator is used to
produce visibility files with an extremely high datate of 2 milliseconds per sample. This ‘fast
dump visibility search’ mode requires additionasttum hardware and generates high data rates
(Table 6). The feasibility of this is still undeisdussion.

Almost all pulsar data are retained using a stah@S8RFITS file format. This is compatible
with VO protocols.

COAST pulsar data will NOT be processed at the BgwSentre as part of the standard
ASKAP science data processing pipelines. Insteadetidata will processed off-line by the
science team using specialised pulsar data redustitiware.

Pulsar data obtained with the Parkes radio telesopow provided to the community through
the CSIRO pulsar Data Access Portal (DAP). For taglity the pulsar data are stored in
Canberra and made accessible through a web inteffac further discussion, the CSIRO DAP
may provide an additional or alternative archivapgion for ASKAP pulsar data.
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3.3.9 CRAFT

CRAFT is a project to search for and study fagidient sources that vary on timescales from
approximately one millisecond to 5 seconds. The ERAproject science goals are
complementary to VAST and to some aspects of thA&Opulsar studies.

As an example of fast transients, a single intémsst of radio emission lasting for a few
milliseconds was found by Lorimer et al. (2007)][drl archival Parkes data. The subsequent
detection of several of these so-called Lorimerstsuby Thornton et al. [12] confirm their
origin as extragalactic and suggest there may b@000such bursts per day over the sky. The
origin of these bursts remains unclear and they mt yet been identified in any other wave
band.

The study of fast transient sources is expectedpen up new windows in astronomy that
include sources that are so far unknown but reptesa&treme states of matter and very strong
magnetic and/or gravitational fields. Such soumey include Galactic neutron stars that emit
irregular or giant pulses in addition to source®xtfagalactic origin. A initial estimate of the
possible detection rate for Lorimer bursts usingKAB is one per day per 30 square degree
field of view.

The large field of view of ASKAP together with th®ility to determine a source position from
interferometry provide very strong advantages lier study of transient sources. However, the
data processing requirements are computationallperesive whilst the data handling
requirements for signals sampled at intervals wiillisecond are also highly challenging.

It is likely that specialised hardware and softwaystems for CRAFT will be developed,
potentially in several stages. Given the compleaftthe CRAFT requirements at present there
are no plans to include CRAFT during Early Science.

To enable CRAFT observations, a specialised backeag be installed at the MRO. This

would sample the autocorrelations (total power)ergsd from each antenna after beam
forming at a time resolution of about 1 milliseccemt a frequency resolution of 1 MHz. This

backend would be used instead of the ASKAP cowelatd would include sophisticated tools
to process the data stream in real time, applyiglgedsion and look for fast transients. In

addition to monitoring the total power, a rollingfter may be used to retain the full voltage
data streams for approximately 10 to 45 secondgefting on the frequency). Following a

potential transient detection the buffer data sdufr further analysis. Other observing modes
may also be considered.

The data processing for CRAFT will not make usettef ASKAP science data processing
pipelines and will be the responsibility of the eswie team. However some CRAFT data
products may be included in CASDA. The requiremémtshis are not yet well established.

3.3.10 VLBI

Very Long Baseline Interferometry (VLBI) is a teatpme used in radio astronomy where radio
astronomy signals are recorded at different, widedparated locations and then brought
together for correlation. The Australian Long BaselArray (LBA) includes radio telescopes

and Parkes, Mopra, Narrabri, Hobart and Cedunahegevith the recent inclusion of antennas
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at the MRO and in New Zealand. This array inclue@semely long baselines of up to 5,500
km and this enables high resolution studies of @onhpbjects.

The inclusion of ASKAP as a Survey Science Praggrimarily as a technical demonstrator
that will trial and demonstrate many of the techieig|that will be required for the SKA. These
include high-speed data recording and data trahsedworks, innovative correlation facilities
and the development of new approaches to VLBI. VisBience observations taken with
ASKAP have so far made use of a single antenngpgqdiwith a single-pixel feed. This will

later be extended to include all available anterliideed together as a ‘tied array’ whilst
innovative techniques such as cluster-to-clustsenling may be tried.

There are currently no plans to store VLBI datthatPawsey Centre, or to provide user access
to through CASDA. The inclusion of ASKAP antennas YLBI observations will be managed
as part of standard CASS LBA operations. Currer@KAP VLBI data files are written
locally to data disks at the MRO and transferredP&rth for correlation with data from the
other radio telescopes used. The correlated datstared at the iVEC PBStore facility and
made available to users through ftp.

3.4  Guest Science Projects

The Guest Science Projects (GSPs) are observatwoglams that require less than 1,500
hours of observing time to complete. Proposals@aest Science Projects will be submitted
through the Online Proposal Applications system ADPand will be assessed by the Time
Assignment Committee. It is expected that proposalsbe requested, as for other ATNF
facilities, every six months. Up to 25% of the tdime available will be scheduled for GSPs,
corresponding to about 750 hours of telescope Bwery six months. A typical time for a
project may be around 100 hours, so approximatelz$Ps are likely to scheduled in a six-
month semester.

In most cases, the Guest Science Project data aadpdoducts will be released publicly into
the ASKAP Science Archive without any proprietasripd. However, if reasonable grounds
are established in the proposal, the Time Assighr@@mmittee will have the discretion to
allow a proprietary period of up to 12 months.

The data products for the GSPs will not be validdtg the science teams as these groups
cannot be expected to have the level of experéigaired to do this. Some data quality flags
will be provided by the ASKAP hardware and sciepececessing pipelines and these will be
available to users. However the survey scienceftiggavill be unset.

3.5 Target of Opportunity observations

These are unexpected astronomical events of edirawy scientific interest for which
observations on a short time scale are justifiedchSan event might for example be a
supernova explosion or the need for radio dataviefig the detection of an unidentified burst
of emission with an X-ray telescope. Observing tiimeTarget of Opportunity is granted by
the ATNF Director (who is also the CASS Chief).
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Target ofOpportunity observations are of immediate inteteshe astronomy community. T/
data products will be released without any proprieperiod and with minimal data validatic

4. THE SCIENCE ARCHIVE

4.1 Overview

The CASDA software apication will be responsible famking the data products output fre
the Central Processor, archiving these to storagdianand generating the databases
metalata needed for a science archive. CASDA will ptevaistronomers with t web and VO
protocolsneeded to search and access data products andtherfuse these for scienti
researchlt will also manage dministrative functions such agieue controls and monitorii
system usage and performai

Figure 6 shows a context diagramsers will inteact with the archive through the CASI
application. The application vl connect with the Real Timedhputer (RTC and with a
‘middleware’ layer that acts asn interface between the CASDA application and
Hierarchical Storage management (HSM) systThe middlewarelayer will manage th
tracking of data files and their transfer and estal to/from storage mec via the HSM. A
review of suitable middleware software providedoltyer organisations is currently underv

Clients

RTC CASDA  (¢——»{ Middleware [¢—— ?..’E';‘.}'fe

Image creditJames Demps

Figure 6: CASDA context diagram. The RTmoduleincludes the Lustre filesystel

Figure 7 shows a stakeholder diagram for the CASipalicatior andthe major acvities of
the different stakeholders. CASDA wiingest data products released from the Ce
Processor and wilinteract witt the Survey Science Teams, Guest Science teamshai
worldwide astronomy community witltechnical and operationsupport an administration
provided by CSIRO antVEC.
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ASKAP Central
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Processed ASKAP
Data Products

Support HPC operations Search for and

on ASKAP data use ASKAP data
iVEC Survey Science
HPC Facilities /\‘ Teams
Provide underlying Validate ASKAP data
infrastructure for and release for
CASDA operations G public use

Search for and
use ASKAP data

Search for and
use ASKAP data

General Astronomy Guest Science
Community Teams
System administration

& data validation

CASS Operations
Staff

Figure 7: CASDA stakeholder view

4.2  Pawsey Centre Infrastructure

CASDA will be located at the Pawsey Centre and shilire infrastructure resources with other
user groups. The major users of the Pawsey Cerdreadio astronomy, GeoSciences, iVEC
partners and users allocated resources throughNtitgonal Merit Allocation Scheme.
Approximately 25% of the Pawsey resources are atéat to radio astronomy to be shared
between the Murchison Widefield Array (MWA) and ASR.

Figure 8 shows components of the physical infrattine at the Pawsey Centre that are relevant
to the science archive. The components include:

Processing platform
 RTC: This is a dedicated platform for the ASKAP €ahProcessor sub-system.

» Lustre Filesystem: 1.4 PB of disk space attacheth¢oRTC is provided as scratch
space for the ASKAP Central Processor.

Data products produced by the RTC are written tmd_ustre file system and transferred from
there for data storage using the HSM provided by SG

Storage platform
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Tape libraries: The HSM includes two Spectra Ldgje libraries, each with 20 PB of
storage (shared between all users), with one {itaating as a backup of the other. It is
expected that additional tape storage will be adned time;

Massive Array of Idle Disks (MAID) array: This hda§0 TB of additional HSM data
storage provided on disks.

Cached disk storage: Approximately five PB of diskrage distributed across a large
disk pool. ASKAP has requested approximately onePtRis disk storage.

For the current scheme, the ASKAP disk storagehenHSM will be configured into
two areas (FS_01 and FS_02) to handle visibility emage files. In addition to tape
storage, files will be retained on disk for as l@wis practically possible. A third area
(FS_03) will be configured as a ‘scratch’ spacdas®nea will be used to hold data files
requested by users for transfer to other locations.

Data is transferred between the RTC and data sgstems at the Pawsey Centre through
edge servers (gateway nodes) and Infini-Band (1) performance connectors. Transfer rates
across the IB networks are expected to be arou@@&/s with similar read/write transfer rates
for the Lustre filesystems.

Client/Application

= 990 tapes
FC16 network

FE

COPRN MAID

1 A50THE

CASIHA Datshaam

L Lk
|

IB netwaork#l

S6Gb FOR
_. 5G| 185600

Edge Seumy

{05 Haded

Brebive Cacha

5GI 155600
SPB

16 network#2
S56Gh FDR

RTC
Lustre Filesystem

8

jivmee: HEAR

Image Credit: Dave Morrison

Figure 8: Components of the Pawsey Centre physical infretstre relevant to CASDA
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4.3  Primary data products

Table 3 lists the ‘primary’ data products that viié produced by the science data processing
pipeline and made available to users through tlesse archive.

As an extension to previous requirement statem&@AS§DA may provide tools so that the
Science Survey Project teams can load VO compaditince survey catalogues, with access
provided to users through CASDA and metadata tabésh the ownership and provenance of
such data products. By making these available doatbrldwide astronomical community, the
association of these science catalogues with ASkaid CSIRO) will be much stronger than
would otherwise be the case, whilst the sciencefitsrobtained from using the archives will
be significantly increased.

The FITS format used by ASKAP will be compatiblettwinternational FITS standard. (The
FITS standard is available at http:/fits.gsfc.ngs@/fits_standard.html.) Note that other data
formats are being considered for use with radiooasimy and it is possible that archive
support additional or alternative data formats tmayequired in the future.

Table 3: CASDA data products

Ref | Survey | DataProduct Format
Types
P1 C Calibrated continuum visibility data CASA
measurement set
P2 C Continuum images and image cubes (includingFITS
cut-outs)
P3 S Spectral line image cubes (including cut-outs)| FITS
P4 S Spectral line postage stamp image cubes FITS
P5 S Moment maps generated from cubes FITS
P6 S Spectra extracted from cubes FITS
P7 All Calibration and system information Catalogue
P8 All Scheduling and schedule block information tatague
P9 All Global Sky Model Catalogue
(updated in archive ~ after each scheduling
block)
P10 All Image quality reports Catalogue
P11 C Continuum source detection catalogues Catelog
P12 C Polarisation-related catalogues Catalogue
P13 S Spectral line source detection catalogues taldcme
P14 T Transient source detection catalogues Catalog
P15 All Survey Science Teams: Level 7 source cgteds | Catalogue
To be confirmed
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Note: Table 3 does not include the data product¥fd@|, COAST and CRAFT where the data
processing is handled outside of the Pawsey Ceérttiese are discussed in section 4.5.

4.4  Virtual Observatory protocols

We anticipate that science users of the archive gailn access to images, image cubes and
catalogues using Virtual Observatory protocols. Yf@tocols are unlikely to be used to
provide direct access to visibility data files.

The International Virtual Observatory Alliance (IWWD provides a set of standard and
internationally recognised protocols that allow®resto search and access data, including
images and image cubes, catalogues and derivedgisod he current VO protocols include:

Cone Search Protocol: This is used to search a catalogue for inforrmatiorresponding to a
region of sky around a specified position. The @cot uses three arguments for right
ascension, declination and search radius. In respdhe server sends a VO table with the
results (other formats can be requested). Cometssaare commonly used in astronomy and
are likely to be the most frequent search modeezhout by general users.

Simple Image Access Protocol (SIAP) This enables searches around a specified sky quositi
and is used to find and access images and imagescllhe service can generate cut-out
sections of images or cubes with user-specifiededsions. It returns a link to the requested
outputs.

Simple Spectral Access Protocol: Allows for queries to return source spectra fromraage
or image cube.

Table Access Protocol (TAP): Allows for the construction of more complex querief
catalogues. Queries can be expressed in several witye result of a TAP query is generally
returned as another VO table.

Note that additional VO protocols may be develof@dradio astronomy, by CASS and/or
other organisations and later considered for utie @ASDA.

4.5 Data volumes

Table 4 summarises the data volumes for seven $Beence Projects [2] where the data
products are obtained from pipeline data processiribe Pawsey Centre. For each project the
last three columns give the estimated total vigyhilmage-related and catalogue data volumes
for the science archive based on indicative pararsetFor assumptions used, detailed
calculations and notes see Appendix C.

Note that the data volumes given in this table M@T adjusted for commensal observing.
However, commensal observing will reduce the td&h requirements through sharing of data
between projects. For example, EMU and POSSUM ns&ythe same set of visibility data,

whilst POSSUM will make use of the EMU Stokes-| gra and catalogue information.
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THE SCIENCE ARCHIVE

Image Total
Total data size image/
N . Visibility . Total | 2T Total
time . per field N image
Survey Type | survey data size . visibility tables
] per ) (all images cube
fields _ per field . data data
field or image data
volume volume
cubes) volume
Unit h B B PB PB GB
EMU C 1200 12 2.4 2.68E-3 2.8 3.2E-3 25
POSSUM C 1200 8 1.5 1.0 1.8 1.2 25
t t
WALLABY | S | 1200 | 8 no 1.8 no 21 <1
archived archived
DINGO
S 5 500
Deep not not
. 1.3 i 1.3 <1
DINGO archived archived
S 2 2500
Ultradeep
t t
FLASH S 850 4 ng 0.48 nq 0.5 <1
archived archived
t t
GASKAP | s | 644 | 125/ ™ 1.3 no 0.9 <1
archived archived
Most
image See
VAST T 1200 12 0.224 7.0 0.27 | cubes are
App B
not
archived
Notes:

a) Parameters are determined using information in [2]

b) The number of fields that can be observed per dag fgiven project will depend on a
number of factors such as the rise and set timabefregions to be observed, the

location of the sun and whether projects are olesecommensally with each other.

ASKAP-SW-0017

October 2013

36



THE SCIENCE ARCHIVE

Table 5 provides an estimate of data volumes fertthiee projects where the data are not
processed through the data processing pipelinesCEAST values are given separately for
different observing modes. In this table, columre¢hgives an estimate of the data volume
generated after 12 hours. Column four gives thenastd data volume for the full project.

Table5: Survey Science Projects data volumes for COASTAERand VLBI

Total
Data data
volume volume CASDA
Survey | Type | per 12 for full Notes archive
hours . required?
pr oj ect
(GB) (TB)
Timing of millisecond pulsars.
COAST Data volume after de-dispersign :
T 12 2.0 and folding Possibly
(a) ' ' see 3.3.8
Assumes single beam.
Timing of non-millisecond
COAST - pulsars. Data volume after der Possibly
) 20 1.0 dispersion and folding. see 3.3.8
Assumes 20 tied beams
COAST - Search mode for targeted Possibl
2,000 333 sources. see 3 3y8
© Data volume for raw data "~
COAST Fast-dump visibility search
o T 85,000 88,000 mode observations. No
Data volume for raw data
Not established whether
CRAFT . visibility data will be archived.
1,300 1,500 Some transient-related Yes
(€) information is likely to be
archived.
Correlated visibility files are
VLBI C,S currently stored using PBStore
50 15 in Perth. These will also be No
included in the ATOA.
Notes:

a) Assumes 2,000 hours for timing of millisecond prdsalotal time assume that data are
taken over a five year period. Data volumes arghastimates only.

b) Assumes 250 hours for timing of non-millisecondsaws.

¢) Assumes 2,000 hours for targeted search mode cliiaTs.

d) Assumes 1,250 hours for fast dump search obsengatédken over five years. Raw data are
likely to be discarded after processing for canidietections.

37
ASKAP-SW-0017 October 2013



e) The data rate and archive requirements for CRAR raot yet well established. The
following parameters were used: Array and detectais parameters used: 36 beams, 36
antennas, 2 polarisations, 300 frequency chanh8) samples per second. Fast transient
detection rate of one transient per hour per 3@ardegree field of view. Full data retained
at a rate of 10 seconds per hour over 12 hounaltéo record the critical period of transient
detections. 1200 fields for full survey. The datdume from the buffer is estimated to be
about 21 GBps per trigger event. Assuming one tepen hour and data retained for 5
seconds for each event, this corresponds to ab8UtBL every 12 hours.

5. REQUIREMENTS AND USE CASES

5.1 Requirements
Table 6 summarises the high-level archive useriregpents as discussed in this document.

The requirements for the ASKAP data archive formt gd the full set of ASKAP project
requirements [10]. In Table 6, column three presidcross references to the archive
requirement statements given in the full projectusnent [10].

Note that some items included in [10], in particullating to user support and performance
measures are not included here. Changes betweeddabiment and previous documents will
be discussed further with ASKAP and CASDA projecnagement before the requirements
are finalised.

Table 6: High-level CASDA requirements

Essential requirements Notes Cross-
reference
to [10]
Data Access

ASKAP data products are open acceSairvey data products to be released to4.1.1
and made publically available as sqgotfie public domain as soon as they gre 441
as possible. validated.

Guest Science data products to be

publicly released immediately followin
any required proprietary period.

A\ 4

CASDA will ensure authenticated useAccess control will be based on a user 4.1.2
access for data downloads. authentication and registration system
(such as OPAL).

All users will have access to see what
has been observed.

Registration required for data
downloads.
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Survey Science teams will have acce$sirvey Science data products restricted 4.5.1
to data quality flags and will set thes& science teams and administrators prior 4 5 2
following data validation. to validation.
Changes to data flags tracked.
CASDA will provide user access tdSearches will be made on metadata held 4.1.3
data products via web interfaces wjtm archive databases.
appropriate search tools. Searches by name will use standard
name resolvers.
CASDA will provide access tpVO protocols include: 414
images, image cubes and catalogues . v/ cone searches. 415
using VO protocols. .
g P e VO Simple Image Access
Protocol service
e VO Table Access Protocol
service.
* VO Simple Spectral Access
Protocol
CASDA will register available services
with appropriate registries and will
develop VO capabilities that comply
with IVOA protocols and standards.
Data ingestion
CASDA will handle the ingestion gf ASKAP data products estimated at abput 4.2.1
data products generated by ASKARS5 TB per day. 422
Survey Science Projects, Guest 4923
Science Projects and Target |of o
Opportunity observations in a timely 4.4.3
and efficient way.
CASDA will provide a repository fof Level 7 catalogues owned by Science| New item
Survey Science Teams to upload pré&eams.
defined and VO-compatible scienc®etadata provided to identify ownership
catalogues and will provide seartBnd provenance.
tools for such catalogues.
Operations and user support
Long term data storage will heData products to be archived on an 43.1
provided at the Pawsey Centre. indefinite basis.
Two copies of data sets will be stored jat
the Pawsey Centre.
The CASDA design will not restrigtCurrent plans do NOT include mirroring 4.3.2
the potential future requirement foof the image and visibility data files to | (modified)
one or more copies of the archive to|b&her locations. However, mirroring
stored at other locations. should be considered as a potential
future requirement.
The CASDA architecture and desigisuch changes may include: 4.3.3

will be flexible, extensible an

scalable to allow for future growth

il

Additional catalogues
New data formats

and technology changes.
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New ‘software instruments’
with associated data processin
pipelines

Increased and/or replaced
physical infrastructure

CASDA will preserve the history @
changes to the archive.

fFor example, earlier versions of
catalogues will be retained.

4.3.5

Regular backups of the CASD
database, catalogues and metadata
be made with a copy stored at anot
location.

AOff-site storage of the science databas
vailld associated tables and metadata w

hezduce risks associated with on-site
disasters. As above image and visibilit
data files are not mirrored.

seBlew item
ill

y

CASDA operations will provide
appropriate levels of user support.

2 Specification will be included in a
CASDA User Support Model.

4.3.7

The CASDA archive will normally bg
in operation 24 hours per day a
seven days per week.

> Some downtime will be required for
nchaintenance and to resolve technical
issues.

4.3.8

The CASDA support team wi
provide prompt responses to Uus
requests for support.

| Specification will be included in a
s6LASDA User Support Model.

4.3.9

CASDA will provide appropriate
archive administration tools.

» See Table 9

4.3.10

CASDA will capture user feedbag
and levels of satisfaction.

kMonitor levels of user satisfaction and
capture comments and suggestions fo

improvements.

New item

=

Desirable requirements

CASDA may use data visualisatiorFor example, Google-Map type
tools to facilitate user interactions withnteractive tools may be used to navig

the archive.

the sky and obtain information on
archive contents

New item
ate

CASDA may export source catalog
and any associated metadata for us
other astronomy data centres.

LFSurvey Science Teams may wish to

paibvide Catalogues to other data cent
such as NED or SIMBAD.

4.1.9
es

CASDA may provide a repository foSubject to specific agreements on
enable science teams to load stackedse-by-case basis.

image cubes to the archive.

May be required for DINGO.

&lew item

The CASDA team may work to buildFor example:

community awareness of d

management facilities.

@0 build knowledge in the Australia
astronomy community relating
nationally-available data storage
high performance facilities;

To build experience and capability with
using VO protocols for use with radio
astronomy data archives.

New item

n
(o]
nd
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5.2 Data access
5.2.1 Low volume data access

ASKAP has been designed so that most of the daieepsing is carried out using quasi-real
time processing pipelines. It is anticipated that inajority of CASDA users wilNOT need to
transfer large data volumes across networks.

Where the data volume required is sufficiently ngg@ble, web-based interfaces together with
VO protocols will allow users to transfer files ass the internet to other locations.

Some simple use-case scenarios for such datadrarse:

* source parameters listed from a cone searchegiar;
* light curve parameters for a particular source;
* asubset of postage stamp image cubes from a aplautrsurvey;

* asmall number of continuum image cubes.

5.2.2 High volume data access

The volume of data that can be directly transfewaldcritically depend on data transfer speeds
both within the Pawsey Centre and from the Pawsswr€ to other locations.

For some science data processing, fast accesspmtary disk storage and High Performance
Computing (HPC) facilities located will be requirédlipport for High Performance Computing
facilities and temporary access to large volumedaté storage is outside the direct scope of
the ASKAP project. Here we note that in at leashesaases, it may be possible for science
teams to access data storage and HPC facilitiegdddn the Pawsey Centre through partner
allocations to iVEC facilities and through the Na&l Computational Merit Allocation Scheme
(NCMAS). Other Australian high performance compgtfacilities available through NCMAS
may also be of interest for some projects.

Some examples of high volume and/or high perforrmamenputing use are:
» Transferring of spectral line image cubes from &i®® Survey Project to test source

detection algorithms

» Re-analysis of calibrated continuum visibility dadgoroduce a set of images with different
input imaging parameters.

* Analysis of a set of image cubes to produce higkaesitivity ‘stacked’ image cubes;

» Analysis of a large survey to produce a final scéesurvey catalogue.

5.3  Survey Science Projects use cases

Tables 7a to 7j provide a summary of data prodact$ use cases for each of the Survey
Science Projects. These tables are intended thtdseidiscussions with the Survey Science
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teams and so that each project team can verify tingi set of use cases and data products with
the CASDA team. The information given will be redthfollowing feedback on this document.

Each table lists the level 5/6 data products witleese are generated in the ASKAP science
data processing pipelines and level 7 data prodbatanay be generated by the science teams.
A preliminary set of use cases for CASDA is alseegi together with some notes on data
validation where this can be given. For all tabkgyport for items in italics are considered to
be outside the scope of the CASDA project.

There is considerable overlap between the datauptecénd use cases for the different Survey
Science projects. Table 8 provides a ‘merged’ summfuse cases for science users.
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Table7a: EMU

Science Team
Pl: R. Norris (CASS)
Team includes ~ 100 individuals from 13 countries

L evel 5/6 data products
* Full-polarisation calibrated visibility data

* Images and image cubes are stored for Stokes | infges and cubes are producedfor
each integration block of 12 hours. Images corredpm the restored, residual apd
model images for each of three Taylor terms cooedimg to the source intensity,
spectral index and spectral curvature. An imageecwill be generated for the
sensitivity and another may be generated for tHe PS

* Source detection catalogue. The full survey is etqueto result in approximately 70
million source detections.

Level 7 data products

» Source catalogues. Several catalogues will be produced with theasgeof new
versions as additional or updated information bezpavailable. Catalogues will
include associations with known sources from othajor surveys.

» Stacked images The EMU team may investigate using image stadkicigniques to
increase the survey sensitivity.

Use cases: VO services used wherever possible

» Access summary information on observation blockapleted including information on
system performance and RFI etc.

» Access information on status of tasks submittegfocessing at Pawsey Centre

» Access help from archive support staff

* Query catalog(s) for a summary of visibility filaschived and sky regions observed

» Access visibility files if needed (expected to b&equent).

* Access catalogue information on image quality

» Set data validation flags following review of datdidation report.

* Access and transfer survey images or parts of imfgedata validation or post
processing

* Access and transfer information from source deteaatalogues

» Access and transfer full source detection cataledoepost-processing

* Load source catalogues (level 7) into archive diosvayeneral user access

* Add new versions of source catalogues to archivé ratain previous versions

» Search all source catalogues

» Obtain access, as needed, to high-bandwidth anld pegformance computing for post
processing including cross-identifications with@tlmajor surveys, and image stacking.

Data validation notes

The science team expect to largely use automaaéidtstal reports provided through the
archive. However it may be necessary to access slata products for closer analysis.
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Table 7b: POSSUM

Scienceteam

Pls: B. Gaensler (University of Sydney), T. LandacfODRAO, Canada), R. Taylor
(University of Calgary, Canada)

Team includes ~ 45 individuals from 11 countries

L evel 5/6 data products
e Calibrated visibility data for all polarisationsikely shared with EMU.

e Set of Stokes I, Q, U and V image cubes with 3Gfcspl channels per cube plus t
image cubes for point spread function and sensitifd4 cubes in total including Stok

).
» POSSUM Polarisation Catalogue
» POSSUM Polarisation Atlas Catalogue

eS

Level 7 data products

» Source catalogues may be generated

» Stacked images

» Collation of additional polarisation informationdm other surveys

* Apply deconvolution to rotation measure spectragsi technique called
Rotation Measure Cleaning

Use cases. VO services used wherever possible

* Access summary information on observation blocksmeted including information o
system performance and RFI etc.

» Access information on status of tasks submittegfocessing at Pawsey Centre

» Access help from archive support staff

* Generate a summary of visibility files archived &hgt regions observed

» Access visibility files if needed (high data volusrmaay be required)

* Access catalogue information on image quality

* Set data validation flags following review of datdidation report.

* Access and transfer all or parts of survey imagekimage cubes

* Access and transfer information from EMU sourced#on catalogues

* Access and transfer information from POSSUM caads

* Access and transfer full source catalogues for-pastessing

* Load value-added source catalogues (level 7) irtioize and allow general user acce

* Add new versions of source catalogues to archivé ratain previous versions

» Search all source catalogues

Obtain access, as needed, to high-bandwidth and pegformance computing for post-
processing including cross-identifications with@timajor surveys, and image stacking.

Data validation notes

The science team will largely use automated siedisteports provided through the archive.

However it may be necessary to access some dataqgisdfor closer analysis.
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Tables 7c: WALLABY, DINGO and FLASH

Note: The use cases for the three extragalactgpEttral line surveys have many requirements
and use cases in common. These are consideretdogethis table.

Science teams

WALLABY PIs: B. Koribalski (CASS), L. Staveley-Snhit(ICRAR)
WALLABY team includes ~ 80 individuals from 12watries

DINGO PI: M. Meyer (University of Western Austrglia
DINGO team includes ~ 40 individuals from 6 coiedr

FLASH PI: E. Sadler (University of Sydney)
FLASH team includes ~ 35 individuals from 6 caied

L evel 5/6 data products

Spectral line data cubes. For each project ther¢hage cubes per survey field.

Two-dimensional ‘moment maps’ corresponding to tredocity field and velocity
dispersion.

Postage stamp image cubes centred on positionstettdd sources. Parameters
computing requirements to support for postage stangges to be further discuss
(WALLABY and FLASH)

Source detection catalogues with information detifrem the individual data cubes

Full resolution spectra for target positions (FEI® possibly PNG formats)

and
ed

Level 7 data products

* Final Survey Science catalogues with full paranmedéion of sources

» Target Source Catalogue (FLASH)
e Stacked image cubes (essential for DINGO)
* Image ‘cut-outs’ generated off-line

» Cross-identifications against other catalogues
» Additional data visualisation

e Science team tools and facilities to enable daadfer and off-line batch
processing of the data products

Use cases: VO services used wherever possible

Fast transfer of high-volume data to other locatifor further processing

Access summary information on observation blockapleted including information o
system performance and RFI etc.

Access information on status of tasks submitteghfocessing at Pawsey Centre
Access help from archive support staff

Generate a summary of sky regions observed foegtroj

45

ASKAP-SW-0017 October 2013



REQUIREMENTS AND USE CASES

e Access catalogue information on image quality

e Set data validation flags

« Access and transfer all or parts of data cubes

* Access moment maps

« Access and transfer HI spectra for set of sky st

» Access and transfer information from EMU sourced#@on catalogues

» Access and transfer source catalogues for posepsot

» Load stacked image data cubes (in particular frah@D)

» Generate ‘cut-out’ cubelets for detected sourca®s flata cubes in archive
» Load value-added source catalogues (level 7) irtioize and allow general user access
» Update science catalogues

e Search all source catalogues

» Access to data storage and high performance compir off-line data processing.
» Access to source finding software for external use

» Combine spectral line image cubes using stackiolrigues.

* Generate cut-out cubelets from stacked cubes

* Run source finder on stacked images.

Data validation notes

Data validation should largely use automated siedisreports provided through the archive.
Calibrated visibility data files for spectral ligata are not archived. However, some access to
visibility data for a period of some days for valithn purposes may be required. It may be
necessary also to access some image data producteder analysis.
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Tables 7d: GASKAP

Science teams
Pls: J. Dickey (University of Tasmania), N. McCh@eiffith (CASS)

Team includes ~ 78 individuals from 11 countries

L evel 5/6 data products
High spectral resolution spectral line data culoedil, OH (1612), OH (1665/7)

Two-dimensional spectral line moment maps
Postage stamp data cubes at positions of compactesodetected in HI or in OH
Full resolution spectra extracted at positionseaiedted compact sources

Source detection catalogues generated during pgdhta processing

Level 7 data products

» Final Survey Science Catalogues for detected ssurce

» Final data cubes with combined single dish plus ABKdata (if not produced in
data processing pipeline)

Use cases: VO services used wherever possible

Fast transfer of high-volume data to other locatifor further processing
Access summary information on observation blockamleted including information omn
system performance and RFI etc.

Access information on status of tasks submitteghfocessing at Pawsey Centre
Access help from archive support staff

Generate a summary of sky regions observed foegtroj

Access catalogue information on image quality

Set data validation flags

Access and transfer all or parts of data cubes

Load final set of ‘combined’ high resolution dat&es to the archive if these are not
created during pipeline processing

Access moment maps

Access and transfer HI spectra for set of sky jmrst

Access and transfer information from EMU sourcted#@on catalogues

Access and transfer source catalogues for posepsot

Generate cut-out cubelets for detected sourcesdaimcubes in archive

Load value-added source catalogues (level 7) irdioize and allow general user access
Update science catalogues
Search all source catalogues

Access to data storage and high performance comgpir off-line data processing.
May require access to source finding software @ersce team use

Data validation notes

Data validation should largely use automated siedisreports provided through the archive.
Visibility data are not archived. However, someesscto visibility data for a period of some
days for validation purposes may be required. i b®necessary also to access some imag

19%
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data products for closer analysis.
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Table 7e VAST

Note: Specifications for the Science Data Processipeline are likely to evolve as experience
is gained with ASKAP data processing.

Scienceteam
PI: T. Murphy(University of Sydney), S. Chatterjee (Cornell Usisity, USA)
Team includes ~ 75 individuals from 10 countries

L evel 5/6 data products

* Calibrated visibility data for all polarisations

* Source Detection Catalogue with that includes &dity flag to indicate a detected
source is variable on a timescale of 5s or longer

* Light Curve Catalogue
» Postage stamp images corresponding to transiertesdetections may be retained.

Level 7 data products

» Transient Source Detection Catalogue with iderdtfans and cross-associatiops

» Light curves extracted and analysed for transientable sources

» Stacked image cubes to search for weaker trans{entse confirmed)

» Polarisation images may be generated after deteatica transient (to be
confirmed)

Use cases: VO services used wherever possible

* Access summary information on observation blocksmleted including information on
system performance and RFI etc.

» Access information on status of tasks submittegpfocessing at Pawsey Centre

» Access help from archive support staff

» Generate a catalogue summary of visibility fileshared and sky regions observed

» Access visibility files to generate polarisatioreiges

» Access catalogue information on image quality

e Set data validation flags following review of datdidation report.

» Access and transfer survey images or parts of image

» Access and transfer information from source detectatalogues

» Access and transfer information from light curvéatagues

* Record potential transient detections and commtinitactivities following a transient
event

* Record transient event information subsequentlyigesl by the science team

» Load source catalogues (level 7) into archive dlodvageneral user access

* Add new versions of source catalogues to archive ratain previous versions

e Search all source catalogues

* Obtain access, as needed, to high-bandwidth and fegformance computing for post
processing including cross-identifications with etlmajor surveys.
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Data validation notes

Discussion is needed given to establish data vadii@rocedures, given the stringent
requirements to generate source detection anderdnsformation on very short timescales.
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Table 7f: COAST

Note: The data archive requirements for COAST aresiclered here. However, the pulsar
archive requirements could potentially be met ushegCSIRO Pulsar Data Archive that is
managed through the CSIRO Data Access Portal @ad software located in Canberra.

COAST Team
P1: | Stairs(University of British Columbia)
Team includes ~ 35 individuals from seven countries

L evel 5/6 data products
None: No pipeline data processing provided by ASK#éject

Level 7 data products

* PSRFITS format timing data processed for de-disperand folding
* PSRFITS time series data derived from timing olzems

* PSRFITS search mode data for targeted observations

» Candidate detection catalogues

» Fast dump visibility files

Use cases: VO services used wherever possible

» Transfer and publish data files from timing modsetations to archive

» Access information on status of tasks submittegfocessing at Pawsey Centre

» Access help from archive support staff

* For timing data provide thumbnail images for folgrdse profiles

» Transfer and publish data files from targeted searode observations to archive

» Transfer and publish pulsar candidate catalogu#setarchive

» Search candidate catalogues to retrieve candidédddr further observations

* Access and transfer pulsar files through web ugerface and/or through VO services

» Set validation flags to withhold or release datagsropriate (no embargo period for
ASKAP pulsar data but data validation applies)

» Obtain access, as needed, to high-volume workiagesgata storage and high
performance computing for pulsar data processing.

Data validation

Pulsar data validation is likely to use a differapproach to other ASKAP projects. Further
information will be sought.

51
ASKAP-SW-0017 October 2013



REQUIREMENTS AND USE CASES

Table7g: CRAFT

Note: CRAFT has challenging technical requireméséxtion 3.3.9). Data processing
for CRAFT will be carried out by the science teamstead of as part of the ASKAP
Science Data Processing pipelines. Although tha gabcessing will be ‘offline’,
CASDA may provide archive facilities for some CRARata products. The archive
requirements for this project at the Pawsey Ceateenot yet well established and
further advice from the science team is sought.

Science Team

Pl: R. Dodson (Korea Astronomy and Space Scienstiuie, Korea), J. P. Macquart
(Curtin University)

Team includes ~ 40 individuals from four countries.

L evel 5/6 data products
No pipeline data processing provided by ASKAP prbje

Level 7 data products (preliminary list only)

* Full baseband data recorded in data buffers duiimgs of potential transient
detections

» Event trigger information (time, flux, durationgffuency etc)

* Images produced from buffered data for detectedcesu

» Source-detection information for detected sources

* Event handling information (community informatia@mails sent)

» Source identifications and associations (possiblgeal time)

Fast Transient Source Catalogue

Use cases

» Access summary information on observation blockapleted including information on
system performance and RFI etc.

» Access information on status of tasks submittegfocessing at Pawsey Centre

* Access help from archive support staff

* Load baseband data corresponding to the timestehpal transient detections [or
possibly load these data after correlation andation?]

* Load catalogues generated by science team

» Access and retrieve information from catalogues

» Load images generated by science team

» Access and retrieve information from images

e Set data release flag in CASDA after off-line deafidation

» Others [?]

Data validation

Further discussion is needed given to establish daidation procedures, given the stringent
requirements to generate transient detections gnshert timescales.
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Table7h: VLBI

Science Team
Pl: Steven Tingay (Curtin University)
Team includes ~ 20 individuals from 5 countries.

L evel 5/6 data products
No pipeline data processing provided by ASKAP pbje

Level 7 data products
None relevant to CASDA

Use cases

None relevant to CASDA. However, the longer tercharng of correlated VLBI data
should be considered in the context of the ATOA.

Data validation
As for standard VLBI data processing. No specifkSDA requirements.
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54 Use cases for science users

Table 8 provides a summary of use cases for SiBe@nce teams, Guest Science teams and
general science users. Columns 2 to 4 give anatidicof the estimated average number of
users per day where:

A)0=none, B)1-5, C)5-50, D) 50 or more

Table 8: Summary of use cases for science users

Estimated
average number of science
users per day
General Guest Survey
Use case science | Science | Science
users Teams | Teams
Login to archive using OPAL or Nexus accounts. D B C
Access online information on how to use the archive C C B
Work through online demonstration tutorials. B B B
Provide user satisfaction feedback and comments
including suggestions for improvements using online B B B
form.
Send a request for support to the CASDA administrat B B B
Obtain report that shows the status of currenvities at A B C
the Pawsey Centre and status of queued tasks.
Obtain report with information from the observing A B C
schedules and schedule blocks.
Obtain report with information on system performanc
. ) oo . A B C
including RFI and calibration information.
Run a cone search to obtain a listing of all ASKAP
. : . C C C
observations taken for given region of sky.
Generate more general report(s) to summarise HIARS
: C C C
observations taken to date.
Set data validation flags and enter informatiordata-
. e A A B
related problems identified.
Obtain report with image quality information for a
. . A A B
selected set of images or image cubes.
Obtain report with information from continuum soeirc
) B B C
detection catalogues.
Obtain report with information from spectral lineusce
) B B C
detection catalogues.
Obtain report with information from transient sceirc
) B B C
detection catalogues.
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Obtain report with information from light curve
catalogues.

Obtain report with information from polarisation
catalogues.

Transfer complete catalogues for post-processiatysis.

View displays on browser of images, moment maps ar
spectra without data transfer

d

Transfer set of selected visibility data files

Transfer set of continuum images or image cubeddta
validation purposes. Provide capability to transfiar
outs.

Transfer set of spectral line images or image ctdres
data validation purposes. Provide capability togfar
cut-outs.

Transfer set of continuum images or image cubesir
out cubes for post processing purposes.

Transfer set of spectral line images or image cobesit-
out cubes for post processing purposes.

Transfer moment maps and or spectra from speatsal |
surveys.

Load data products generated outside of the Pawsey
Centre such as files associated with the detectbfest
transients.

Deposit (upload) level 7 Survey Science Catalogues

Deposit (upload) additional versions of level T&y
Science Catalogues.

Desirable use cases

Use Google-Map type interactive tool to navigate sky
and obtain information on archive contents.

GASKAP only

Load final set of ‘combined’ high resolution datées to
the archive- if these are not created during pipeline
processing.

DINGO only
Load final set of stacked data cubes .

Facilitate access for science users to externahdat
storage and/or HPC facilities.
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55 Use cases for Central Processor and archive

administrators

Table 9 summarises use cases for accessing datatfre Central Processor and for the
administration of CASDA. Most of the CASDA admimegion and user support will be
provided by CSIRO, with technical support for theMBey Centre infrastructure provided by

iVEC.

Table9: Summary of use casesfor the Central Processor and archive administrators

Task

Stakeholder

Ingest from the ASKAP Central Processor and Lu#gesystem
metadata describing the science data products aoché/ed. This

includes an enumeration of the data products, ratatkscribing the

data products, and metadata describing the cotigurof the
telescope at the time the observations were caouéd

Central Processor

Ingest from the ASKAP Central Processor data profiles for
Images and image cubes, visibilities and tablez@slescribed by th
metadata

7]

Central Processor

Manage user access conditions: User groups include:

* Administrators and developers
* Survey Science Team members
* Guest Science Team members
» General astronomy community

Administrators

Set proprietary period for Guest Science Projet#$afilt is zero)
where a proprietary period for a project is appdolrg the Time
Assignment Committee.

Administrators

Manage archive queues.

Assign priorities to tasks based on pre-determawediitions with
goal of ensuring fair access.

Administrators

Adjust queues when needed to ensure fair accesshive services

Administrators

Monitor system performance. Measures may include:

Data transfer speeds between different systeasa
Amount of downtime due to CASDA faults

Amount of downtime due to other (infrastrucjuialts
Response time to restore system followingt$aul
Percentage of data ‘lost’ in given year.

Administrators

Trigger alerts to archive administrators followigy interruptions to
normal performance.

Administrators
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Provide statistical information on archive usagguding:

Number of users

User demographics (CSIRO, Australia, oversederaely by
country)

Volume of data transferred to other locations

Volume of data archived to tape

Volume of data recovered from tape

Administration

Transfer data from tape to disk. Administration

Re-ingest a set of files after they have been mextlifUpdate
existing metadata in the archive database andiassdc Administration
indexes.

Regular backups of the science archive databaseaamde

Administration
catalogues
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APPENDICES

Appendix A: Data volumes
The data volume for a set of correlated visibiitie given by:

N(beams) x N(pols) x N(channels) x N(baselines to@arrelations) x Volume per visibility x
Nsamples. The volume per complex visibility = 9dsytThis includes 1 byte for weighting.

The number of samples = Total integration time/agarg time. The ASKAP averaging time
for data sent from the correlator is 5s. For exanfidr a 12 hour observations Nsamples =
12x3600/5 = 8640.

The data volume for a ‘standard’ image cube is

Nx X Ny x Nchan x 4 bytes where:

Nx = number of pixels in one direction on the sigyally right ascension or longitude)

Ny = number of pixels in the perpendicular direstan sky (usually declination or latitude)

Nchan = number of channels.

Note that for some observing modes (e.g. CRAFTi)paurelations (total power) are output
directly after the beam formers without using tHekl\P correlator.
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TableB1; CASDA Data Products

APPENDICES

Visibility Data
Stokes
- i polarisation
Ref Visibility Data Sub-types products Notes
archived
Calibrated ('? Visibilities may be
P1 continuum Continuum only N, stored in either CASA
visibility data Vv or FITS format.
Continuum frequency synthesis images
Image sub-type Stokes
Image type 9 yp polarisation Notes
(what the image measures)
products
Three types of Taylor
. . term images.
Intensity at fixed frequency All image-related data
. I products will be stored
P2 | Restored Spectral index as FITS single-channel
Spectral curvature image files.
Intensity at fixed frequency
P2 | Residual Spectral index I See above
Spectral curvature
Intensity at fixed frequency
P2 | Model Spectral index I See above
Spectral curvature
Point spread Instrumental response to
P2 . . I
function Point spread
P2 | Sensitivity Sensitivity I
Continuum image cubes with polarisation
Intensit Output as multi-
P2 | Restored y ,Q,U,V channel FITS format
image cubes
P2 | Residual Intensity ,Q, U,V
P2 | Model Intensity ,Q, U,V
Point spread Instrumental response to
P2 . . I
function Point spread
P2 | Sensitivity Sensitivity I
Spectral Line Image cubes and derived image product s
Polarisation
Type Image sub-type products Notes
P3 | Image cubes Intensity I
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Postage stamp

P4 cubes Intensity |
MO: averaged intensity Momen_t maps are two-
dimensional images.
P5 | Moment maps M1: velocity I The three types of
moment maps are
) L . often used for HI
M2: velocity dispersion . .
studies of galaxies.
P6 | Spectra Intensity I Output as FITS. spectra
(one dimensional)
Level 5/6 catalogues
P7 | Calibration and system information
P8 | Scheduling information
P9 | Global Sky Model
P10 | Image quality reports
P11 | Continuum source detection catalogues
P12 | Polarisation properties catalogue Includes rotation
measures
P12 | Polarisation atlas Includes frequency-
dependent information
P13 | Spectral line source detection catalogues
P14 | Transient source catalogues
Level 7 data products supported in CASDA (  to be confirmed )
P15 | Target source catalogues To be confirmed
Generated by the
P15 | Survey Science catalogues Survey Science

Teams.
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Appendix C: Survey parameters

The tables in this appendix give parameters for Snevey Science Projects that will be
processed at the Pawsey Centre. These are inteodedicate the data sizes for data
processing and for archiving purposes. Values gommnespond to different stages of the data
flow, from the Telescope Operating System, throtighdata ingest, calibration and imaging

pipelines to the archive. In most cases the paensigiven are taken from [2].

Note that scheduling arrangements for ASKAP areymbin place whilst the actual allocation
of time and use of commensal observing are stibdodetermined. The tables correspond to
indicative parameters for full ASKAP capabilitiestlw36 fully equipped antennas. In practice
there will be an extended period between the sfaBarly Science and full array operation

with data rates ramping up over time.

Table C1: Survey parameters for Emu and POSSUM

EMU POSSUM
Project Information
Project Code AS014 AS007
Rating 1 2
Survey type Continuum Continuum
Array Parameters
Number of antennas 36 36
Maximum baseline (km) 6 6
Number of baselines (includes autocorrelations) 666 666
Number of beams 36 36
Frequency channels from the correlator 16,200 16,200
Number of polarisations 4 4
Frequency channels after averaging 300 300
Data sizes and rates
Bytes per complex sample (includes 1 for
weight) 9 9
Data volume per visibility data set (GB) 13.98 13.98
Number of polarisations 4 4
Integration time (s) 5 5
Data rate (Gbits/s):
Correlator to Real Time Computer prior to
channel averaging 22.37 22.37
Averaged visibility frame (GB) 0.26 0.26
Averaged data rate (GB/s) 0.052 0.052
Averaged data rate (TB/h) 0.19 0.19
Observing time (h) 12 8
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Averaged integration time (s) 5 5
Averaged visibility data set per field (TB) 2.24 1. 49
Image sizes for processing

Number of image polarisations 4 4
Number of channels for images or image cubes 1 300
Field of view (degrees) 7.5 7.5
Cellsize (arcsec) 2.5 2.5
Full Imsize (pixels) 10,800 10,800
Full Imsize (degrees) 7.5 7.5
Total image size (GB) single image 0.47 140.0
Number of images per field 11 14
Image size per field (GB) 5.13 1,960
Catalogues [initial estimates]

Number of rows for full survey 70 million 70 million
Data size per row (Bytes) 300 300
Image sizes for archiving

Final 1-d image or cube size (pixels) 7,800 7,800
Single image/cubesize (GB) 0.242 72.6
Image size per field (GB) 2.68 1.02
Fields per survey 1,200 1,200
Survey total sizes

Survey size: images (TB) 3.2 1,230
Survey size: visibilities (PB) 2.7 1.8
Survey size: catalogues (GB) 21 small

Notes:

a) EMU image sizes are for single-channel images.
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Table C2: Survey parameters for WALLABY

Postage Postage
WALLABY stamps stamps set
2-km array set (a) (b)
Project Information
Project Code AS016
Rating 1
Survey type SL
Array Parameters
Number of antennas 36
Maximum baseline (km) 2 6 6
Number of baselines (includes
autocorrelations) 666
Number of beams 36
Frequency channels from the
correlator 16,200
Number of polarisations 4
Frequency channels after averaging 16,200
Data sizes and rates
Bytes per complex sample
(includes 1 for weight) 9
Raw visibility frame - all pols (GB) 13.98
Number of polarisations 4
Integration time (s) 5
Data rate (Gbits/s) 22.37
Visibility frame after any channel
averaging (GB) 13.98
Averaged data rate (GB/s) 2.8
Averaged data rate (TB/h) 10.08
Observation time per field (h) 8
Averaged visibility data set per
field (TB) 80.54
Image sizes for processing
Number of image polarisations 1 1 1
Number of channels for images or
image cubes 16,200 512 16,200
1-d field of view (degrees) 7.5 0.178 0.089
Cellsize (arcsec) 7.5 2.5 2.5
Full Imsize (pixels) 3600 256 128
Full Imsize (degrees) 7.5 0.178 0.089
Total image size (GB) single image 839 0.134 1.06
Number of images per field 3 1050 3000
Image size per field (TB) 2.5 0.14 3.18
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Catalogues [initial estimates]

Number of catalogue rows per

schedule block 420

Number of rows for full survey 500,000

Data size per row (Bytes) 300

Survey Sizes

Final image cube size (1-d pixels) 2,600 256 40
Single image cube size (GB) 438 0.134 0.104
Image size per field (GB) 1,312 140 310.5
Fields per survey 1,200 1,200 1,200
Survey size images (PB) 1.57 0.17 0.37
Survey size images (PB) 2.1

Survey Size visibilities (PB)

96.6 (not archived)

Survey size catalogues (GB)

0.15

Notes:

a) Spectral line visibility data are not archived.

b) Image parameters in column 2 correspond to basebnaaller than 2 km. For this
array, cubes are made using full spectral coveta§200 channels) with a pixel size
of 7.5 arcsec. Three cubes are made for eachd@l@sponding to the total intensity,

sensitivity and post source function.

¢) Columns 3 and 4 show two different options for drpaktage stamp cubes centred on
the positions of source detections. Set (a) ass@d@sletections per field with cubes
sizes of 256 x 256 x 512 pixels. This correspomdsnage cubes for larger galaxies.

Set (b) assumes 1000 detections per field and aibes of 40 x 40 x 16,200 pixels.
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Table C3: Survey parameters for DINGO and FLASH

DINGO FLASH
Project Information
Project Code AS012 AS002
Rating 1 1
Survey type SL SL
Array Parameters
Number of antennas 36 36
Maximum baseline (km) 2 6
Number of baselines (includes
autocorrelations) 666 666
Number of beams 36 36
Frequency channels from the
correlator 16,200 16,200
Number of polarisations 4 4
Frequency channels after averaging 16,200 16,200
Data sizes and rates
Bytes per complex sample (includes
1 for weight) 9 9
Raw visibility frame - all pols (GB) 13.98 13.98
Number of polarisations 4 4
Integration time (s) 5 5
Data rate (Ghits/s) 22.37 22.37
Visibility frame after any channel
averaging (GB) 13.98 13.98
Averaged data rate (GB/s) 2.8 2.8
Averaged data rate (TB/h) 10.08 10.08
Observation time per field (h) 8 4
Averaged visibility data set per
field (TB) 80.54 40.27
Image sizes for processing
Number of image polarisations 1 1
Number of channels for images or
image cubes 16,200 16,200
1-d field of view (degrees) 7.5 0.089
Cellsize (arcsec) 7.5 2.5
Full Imsize (pixels) 3600 128
Full Imsize (degrees) 7.5 0.089
Total image size (GB) single image 839 1.062
Number of images per field 3 450
Image size per field (TB) 2.5 0.48
Catalogues [initial estimates]
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Number of catalogue rows per

schedule block tba 200
Number of rows for full survey tba 130,000
Data size per row (Bytes) 300 300

Survey Sizes

Final 1-d image or cube size (pixels) 2,600 40
Single image/cubesize (GB) 438 0.104
Image size per field (GB) 1,312 0
Fields per survey 966 850
Survey size images (TB) 1,270 40.0
Survey Size visibilities (PB) 77.8 34.2
Survey size catalogues (GB) tha 0.04
Notes:

a) Visibility data are not archived.

b) DINGO: The 966 survey fields is estimated from ab®8 repeats on 5 survey fields
plus 312 repeats on 2 survey fields. Imaging pataraare as for WALLABY.

c) FLASH: 850 survey fields. Parameters are givemragyy that three sets of postage
stamp data cubes are made for each survey fietdspwnding to total intensity, Point
spread function and sensitivity, with each set jgliog the data cubes for 150
pointings within the survey field.

66
ASKAP-SW-0017 October 2013



Table C4: Survey parameters for GASKAP

2-km array Postage stamps
Project Information
AS005
Project Code
Rating 2
Survey type SL
Array Parameters
Number of antennas 36
Maximum baseline (km) 2
Number of baselines (includes 666
autocorrelations)
Number of beams 36
Frequency channels from the 16.200
correlator '
Number of polarisations 4
. 16,200
Frequency channels after averaging
Data sizes and rates
Bytes per complex sample (includes 9
1 for weight)
Raw visibility frame - all pols (GB) 13.98
Number of polarisations 4
Integration time (s) 5
Data rate (Gbits/s) 22.37
Visibility frame after any channel 13.98
averaging (GB) '
Averaged data rate (GB/s) 2.8
Averaged data rate (TB/h) 10.08
12,5
Observation time per field (h)
Averaged visibility data set per
field (TB) 125.8
Image sizes for processing
. I 1 1
Number of image polarisations
16,200 16,200
Number of channels for image cubes
1-d field of view (degrees) 7.5 0.089
Cellsize (arcsec) 7.5 2.5
Full Imsize (pixels) 3,600 128
Full Imsize (degrees) 7.5 0.089
839 1.06
Total image size (GB) single image
Number of images per field 3 50
Image size per field (GB) 2517 53
Catalogues [initial estimates]
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Number of catalogue rows per

schedule block °0
30000
Number of rows for full survey
Data size per row (Bytes) 300
Survey Sizes
2600 128
Final 1-d image or cube size (pixels)
: . . 438 1.06
Single image/cubesize (GB)
Image size per field (GB) 1312 53.0
Schedule blocks per survey 644
Fields per survey 481
Survey size image cubes (TB) 846 34
. . 880
Survey size — all image cubes TB)
. T 125.8
Survey Size visibilities (PB)
Survey size catalogues (MB) 9

Notes:

a) Parameters for GASKAP are adapted from [9]. Toleslepving time of 8050 hours is
assumed to be taken over 644 blocks of 12.5 hdorsicrease the sensitivity, some
fields are observed more than once.

b) Observations will be taken using three zoom baod®ver the frequency ranges for
HI, OH 1612 MHz and OH 1665/1667 MHz.

c) To estimate the data volumes, parameters are fiivespectral line cubes with 16200
channels. In these will be generated as three srmalbes with 50%, 25% and 25% of
the channels correspond to the three zoom banpsatagely.

d) A total of 30,000 point-like source detectionsssamed (approximately 15,000 for Hi
and 15,000 for OH). This corresponds to an aveshgdout 50 detections per 12.5

schedule block.
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Table C5: Survey Parameters for VAST

VAST Notes
Project Information
Project Code AS004
Rating 2
Survey type transient
Array Parameters
Number of antennas 36 Full array
Maximum baseline (km) 6
Number of baselines (includes
autocorrelations) 666
Number of beams 36
Frequency channels from the
correlator 16,200
Number of polarisations 4
Frequency channels after averaging 30
Data sizes and rates
Bytes per complex sample (includes
1 for weight) 9
Raw visibility frame (GB) 13.98
Assumes full polarisation VAST
polarisation analysis is still quite
Number of polarisations 4 uncertain
Integration time (s) 5
Data rate (Ghits/s):
Correlator to Real Time Computer
prior to channel averaging 22.37
Averaged visibility frame (GB) 0.026 30 spectral channels
Averaged data rate (GB/s) 0.052
Averaged data rate (TB/h) 0.019
Observing time (h) 12
Averaged visibility data set per
field (TB) 0.224
Image sizes for processing
Assumes only Stokes | is
Number of image polarisations 1 imaged
Number of channels for images or
image cubes 30
Field of view (degrees) 7.5
Cellsize (arcsec) 7.5
Full image size (pixels) 3,600
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Full imsize (degrees) 7.5

Total image size (GB) single image 1.56

Number of images per field 8,640 For 12 hours observing
Total image volume for 12 hours

(TB) 13.4

Catalogues [initial estimates]

Number of catalogue rows for full
survey 5.2 billion No compression

Data size per row (Bytes) 300

Image sizes for archiving

Final 1-d image or cube size (pixels) 2,600

Single image/cubesize (GB) 0.81

Image size per field (GB) 7,000 8640 image cubes in 12 hours.
Fields per survey 1,200 Piggy-back mode

Survey total sizes

Total image volume generated

Survey size: images (PB) 8.4 after 1200 blocks of 12 hours
Survey size: visibilities (PB) 0.27

Survey size: catalogues (GB) see note (c)
Notes

a) VAST observations may be taken using a wide rarigeacameters depending on the
system set up for other scheduled projects. Thanpeters given here correspond to 12
hours of observations with 30 spectral channels fatidpolarisation visibility data
retained with images formed for one polarisatioly.on

b) The full-sized VAST image cubes are unlikely torbined. However, postage stamp
image cubes for potential transient detections beagrchived.

¢) The number of catalogue rows for VAST is potenjiaitry large. The number of rows
given here (five billion) is based on an estimat&@0 detections every five seconds
with every detection retained as a separate rowth Wb data compression the
approximate size of a catalogue would be aboutTB5 However, by splitting the
information, into separate catalogues for sourdeatiens and light curves, it should
be possible to greatly compress the data volumettier transient catalogues to
manageable levels below ~50 GB.
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