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Motivation

• ASKAP Early Science is happening!

– But how to store and share the data so other 
scientists can make use of CASDA?

• Estimated archive volume is 5PB/yr
(http://www.atnf.csiro.au/projects/askap/news_computing_05112015.html)

• That’s huge for a single dataset, but not crazy 
for a data collection. Hooray for post-
processing to archival volumes :)

http://www.atnf.csiro.au/projects/askap/news_computing_05112015.html
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Motivation

• “The new wide-field radio telescopes, such as: ASKAP, 
MWA, and SKA; will produce spectral-imaging data-
cubes (SIDC) of unprecedented volume. This requires new 
approaches to managing and servicing the data to the 
end-user.”
– Kitaeff et al 2012, http://skuareview.net/wp-content/uploads/2016/05/astro04-kitaeff.pdf

• “… At the same time, other research and development 
communities, such as: remote sensing, geographic 
information systems, medical imaging, have indeed 
developed interesting techniques which could solve 
many problems which radio astronomy is about to face 
with extremely large size imaging data”
– Kitaeff et al 2012, http://skuareview.net/wp-content/uploads/2016/05/astro04-kitaeff.pdf

http://skuareview.net/wp-content/uploads/2016/05/astro04-kitaeff.pdf
http://skuareview.net/wp-content/uploads/2016/05/astro04-kitaeff.pdf
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Background – What is NCI?

• NCI – National Computational Infrastructure

– Highly integrated peak machine 

• Raijin: 1.2PFlops, >57k cores, Infiniband

– data store 

• >30PB disk, ~10PB tape, 56Gb FDR                           
Infiniband & 10GigE

– research clouds 

• NeCTAR public cloud; Tenjin private cloud with Virtual Labs 
and access to 10+PB National Research Data Collection

– Services

• Academic consultants provide user support; scientific 
visualization; virtual laboratories; application optimization 
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Research Data Services

• RDS(I) funding provided to nodes around Australia for 
the storage of nationally significant data collections.

• NCI focus on the National Environmental Research 
Data Collection, comprising a range of fields including: 
climate, weather, Earth observations, ecology & land 
use, geophysics, geoscience, and astronomy; as well as 
data holding in social sciences, and bioinformatics.

• Over 10PB ingested and made available to community.

• Earth Systems Grid Federation primary node (climate 
models); Copernicus Hub for ESA data.

https://www.rds.edu.au/
http://esgf.llnl.gov/
https://scihub.copernicus.eu/
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Data ecosystem

• Data is not just a single concept of 1s and 0s

• There are many steps to go from observing 
an area on the sky to making sources readily 
searchable and useful data accessible to 
research astronomers
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Data Ecosystem

data creation/ 

acquisition

data store

data processing pipeline

provenance 

tracking

visualisation

publication 

(data, code, 

science results)

data access citation for ALL 

your work
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Data Ecosystem

• Many of these steps are well accounted for or can 
readily be managed. 

• High Performance Computing (HPC) can be leveraged for 
highly parallel problems to rapidly process data into 
manageable quantities 

– e.g., producing images from raw visibilities.

• Have an end product (ASKAP Science Data Archive) that 
requires significant infrastructure to store and analyse. 

• Interacting with ASKAP’s High Performance Data (HPD) 
archive involves activities which are often not well suited 
to an HPC environment, but require access to HPD.
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Overall data publishing procedures

Preparation

• Data management plan, Group access,  License and 
product descriptions,  Directory structure, 
update/back up plan

Data ingest

• Data curation and replication, Metadata catalogue

Data 
Publishing

• DOI minting, publish data through THREDDS, or other 
data services
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Accessing the data

• Great, so you have lots of data, now what?

• ASKAP has CASDA
– https://confluence.csiro.au/display/CASDA/CASDA+Project+Wiki

• NCI have a multi-element system for metadata 
catalogues and data services

– GeoNetwork: Find metadata records (akin to CSIRO 
DAP)

– THREDDS Data Service: download or remotely 
access or view data

– Geoserver, ERDDAP, Hyrax, others… and filesystem

– PROMS (provenance), DOI minting (citation)

https://confluence.csiro.au/display/CASDA/CASDA+Project+Wiki
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Finding the (meta)data - Geonetwork

http://geonetwork.nci.org.au/geonetwork

http://geonetwork.nci.org.au/geonetwork
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Accessing the data: Example: WA Gravity Survey

This is neat
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Accessing the data: OPeNDAP

• OPeNDAP – Network Data Access Protocol

– Subset HDF5/netCDF4 data

– only bring little bits of the data to you instead of 
downloading whole file

• http://dap.nci.org.au THREDDS server

– OPeNDAP is one of the protocols served, 
permits subsetting and remote access to files

– Other protocols include HTTP download and 
Open Geospatial Consortium Web Services to 
stream JPEG, TIFF etc.

http://dap.nci.org.au/
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Accessing the data: OPeNDAP Example: WA Gravity Survey

• Web interface to OPeNDAP
allows subset selection and 
retrieval as ASCII (or other 
formats using an alternate 
implementation)

• Can access files directly from 
tools (Python etc) by 
dropping the .html from URL.

• Only works with netCDF/HDF
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There’s also astronomy data that can be remotely accessed through ASVO

• http://skymapper.anu.edu.au/news/early-
data-release-live/

http://skymapper.anu.edu.au/news/early-data-release-live/
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Data is too big to download

Bring the 
scientists TO the 

data!
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Building The Platform for Earth System modelling 
& Analysis

10PB+ Research 

Data

VDI: Cloud scale user 

desktops on data

Server-side 

analysis 

and visualization
Data Services

THREDDS

Evans et. al. 2014 (ISESS)

Web-time analytics software 
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Bring the scientists to the data!

• Tools to support climate data analysis & visualisation

• Virtual laboratory to access, process & analyse data
• Analyses require input data 
to be consistent format 

• Workflow tools allow                                            
science community to                                        
implement own analyses                                    
without dealing directly with filesystems & HPC

• A range of standard software tools available in this 
environment, connected to the global Lustre
filesystem and HPC
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Virtual Desktop Infrastructure (VDI)

• https://training.nci.org.au/course/view.php?id=3

https://training.nci.org.au/course/view.php?id=3
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Risks of not centralizing the scientists to the data

• Data downloading and analysis by many users 
also has potential risks (apart from the data being too big for 

this to be feasible!)

– Versioning of data used in analysis

– Provenance tracking

– Errata and Reporting

– Documentation incorporated in file in case a file 
gets isolated?

• Bringing scientists to the data can help mitigate 
these issues by ensuring everyone is working on 
the same data (with provenance capture?)
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Can we help you?

• ASKAP data is stored at Pawsey in a different 
physical architecture than the RDS data at NCI

• ASKAP data search is through CASDA

• FITS format does not support remote 
subsetting (I think?) – j2k + JPIP?

• But… if you think we might be able to provide 
advice or ideas, we’re happy to talk to you :)
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nci.org.au

@NCInews

Thanks for listening :)

• Claire Trenham, Research Data Services, NCI
Claire.Trenham@anu.edu.au

mailto:Claire.Trenham@anu.edu.au
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Other training materials

• https://training.nci.org.au

• https://github.com/nci/Notebooks

• http://nci.org.au/user-support/getting-help/

• To apply to use NCI facilities

– Partner Shares (CSIRO, CAASTRO, AAL, uni LIEF) 

– National Computational Merit Allocation Scheme

– Start-up project

– http://nci.org.au/access/getting-access-to-the-
national-facility/allocation-schemes/

https://training.nci.org.au/
https://github.com/nci/Notebooks
http://nci.org.au/user-support/getting-help/
http://nci.org.au/access/getting-access-to-the-national-facility/allocation-schemes/

